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Abstract

This paper examines the accuracy of Part-of-Speech tagging in four widely-used English text corpora: Brown, published in 1979, LOB published in 1986, ICE-GB in 1998, and the BNC Sampler in 1999. As a specific example, we examine the detailed Part-of-Speech tagging surrounding the adverb “very”. We show that, at least with respect to this area of PoS-tagging, these corpora are not essentially error-free as has been previously supposed. Nor are they equivalent in terms of the number of errors they have. LOB is by far the most accurately tagged. It may therefore be taken as the standard, against which others can be measured. The Sampler certainly falls some way behind it, but it too has relatively few errors. In comparison, ICE and Brown have a very large number, though ICE perhaps fares better than Brown. 

1. Introduction: four English corpora
 
In this paper, we shall look at four corpora, and in each corpus examine in some detail the tagging of just one word class, and the way it is explained and defined in the documentation available with the corpus. 
The four corpora, in order of their date of first publication, are Brown,  published in 1979, LOB published in 1986, ICE-GB in 1998, and the BNC Sampler in 1999. These corpora are widely-used, and easily procured. All of them have the same number of words, about a million. All of them have been automatically tagged and manually corrected. Because of their manual correction, an expensive and time-consuming process, they are generally considered to be free of all but a very few, unavoidable, and randomly occurring errors. Up until now, most users have considered the error-rates in these four corpora to be equivalent, that is, virtually absent. It is this belief that will be examined in this paper.

2. Case study: PoS-tagging of “very”

The word class is the one containing the word "very". "Very" is a high frequency adverb with two special properties: semantically it is used solely as a degree word, more particularly, with an intensificational meaning, and syntactically, it most frequently modifies adjectives and adverbs but never modifies finite verbs, infinitive verbs or active past participles. Because of these properties, it often becomes the focal point for the creation of a word class with one or both of these properties. Four such word classes, one for each corpus, are the subject matter of this paper.  

 
In both Brown and LOB, this word class is called a Qualifier and tagged QL. In the Sampler it is called a Degree Adverb with the tag RG, R for adverb and G for degree, and in ICE it is called an Intensifier Adverb or more simply an Intensifier, with the tag ADV(int). Intensifier in this context means exactly the same as degree adverb.

3. Origins of the word classes
To understand the tagging we must understand where the tagging originates. The first three word classes, found in the first three corpora, begin life in a textbook authored by the initiator of the Brown Corpus, Nelson Francis. It was published in 1958, and is called "The Structure of American English". The origin of the fourth word class is most conveniently taken as a reference grammar co-authored by the initiator of the ICE project, Sidney Greenbaum. It was called "A Grammar of Contemporary English", and was published in 1972.   

 
In Francis's book, a small group of adverbs have been singled out and assigned to a special word class of their own called Qualifiers. Words in the Qualifier class have the following four properties: 

    (1) Syntactically, they modify other words, principally but not only,

        adjectives and adverbs. But they do not modify finite or infinitive 

        verbs or active past participles.

    (2) Semantically, they are degree words. 

    (3) Adverbs ending in LY are excluded, and assigned to the Adverb class. 

    (4) The class is small and the core members can be listed, except for

       dialectal and social variants, and swear words, which change from place

       to place and time to time. Nearly thirty core words are listed, and 

       nearly twenty variants mentioned. 

Naturally enough, the treatment in this book became the basis for the TAGGIT program published in 1971, which was the computer program that automatically tagged the Brown Corpus. This program was then passed on by Nelson Francis to Geoffrey Leech and the LOB team at Lancaster. Thus, Francis's treatment of 1958 also became the basis of the LOB Qualifier word class.

While the tagged LOB corpus was being prepared, a new modified tagset was being developed at Lancaster in the early 1980s. This modified tagset is essentially the tagset used for the Sampler nearly twenty years later. The LOB Qualifier word class was modified at this time, and was renamed as a Degree Adverb word class, but in spite of the new name it had the same four essential defining properties as the LOB Qualifier class, and the class first presented in Francis book.

Sometime before 1982, although exactly when is not known, a decision was made to change the way the Brown Qualifier class was to be defined, and to change the tagging accordingly. LY adverbs were now to be included in the Qualifier class, (certainly) provided they were non-verb modifiers, and (almost certainly) provided they were degree words. Since a large number of LY words were involved the word class was no longer small, and since LY adverbs are constantly being invented, its members could no longer be listed. 

The ICE project was initiated in the early 1990s, but its tagging of adverbs is based on the treatment found in the 1972 reference grammar. The word class containing the word "very" is defined in ICE entirely in a semantic way, as the class of adverbs with a degree-related meaning, just as it is in GCE.  This definition thus allows adverbs which in Francis's terminology "modify verbs" to be included in this word class, which is not the case for any of the other corpora. And LY adverbs are not excluded either, as they are in LOB and the Sampler. As a result, this ICE word class has the potential to include more words than the corresponding word class in any other corpus, as indeed it does.

4. Different frequencies of the adverb sub-classes
Before proceeding, compare the total number of all adverbs in each corpus (around 60-70,000) to the number of word tokens and word types in each of the four adverb sub-classes:
            corpus      all adverbs     TAG          tokens  % of all  types                                                  

            LOB       
73,448     QL            
5,375     7.32       17

            Sampler  
 61,602   * RG            
5,502     8.93       40

            Brown     
64,313     QL            
8,750   13.61     374 

            ICE       
67,583   * ADV(int)  14,689   21.73     321

 
The four corpora are in the order in which they have been discussed above. After each corpus name comes the total number of adverb tokens in each corpus. In all cases, this is about 6 or 7 percent of all the tokens in the corpus. Then comes the tag, followed by the number of tag tokens, and what this number constitutes as a percentage of all adverb tokens. These two figures increase from corpus to corpus. Finally comes the number of word types in each class. 
Francis's book listed altogether about 50 different Qualifiers. As can be seen, both LOB and the Sampler have fewer than 50 word types, LOB only 17, and the Sampler 40. Both Brown and ICE, on the other hand each have more than 300, and this is clearly due to the inclusion of LY words in both of them, and in the case of ICE, to allowing adverbs which "modify" verbs into the word class. These type totals are further discussed in the next section.

In LOB and Brown inflected degree adverbs are included in the QL word class To compensate for this, the totals for the inflected degree adverbs (RGR and RGT in the Sampler, and ADV(int,comp) and ADV(int,sup) in ICE) have been added to the uninflected adverb totals, and an asterisk placed before the relevant tags as a reminder.

5. Multiwords
At this point, it is worth mentioning another significant feature of Francis's 1958 textbook: he included what are now called multiwords in his lists of word class members. For example, "a bit, a good bit, a good deal, a great deal, a little, a lot" and "a whole lot" are just some of the multiword qualifiers he lists. 

Brown has no multiwords, but LOB, the Sampler, and ICE all have them. LOB, however, has no qualifier multiwords, the Sampler has only three, and it is not until ICE that we find a large number, nearly 90. 

In the table below we show the number of simple, multiword and LY words in each of the four word classes. By "simple" is meant not multiword and not ending in LY.

                               SIMPLE   MULTI    LY

                    LOB            16          0           1

                    Sampler       37          3           0

                    Brown         86          0        288

                    ICE            104        88        129

Clearly, there are great disparities in the number of simple words in each of the word classes, but the reasons for this will not be investigated here. Similarly, there is a great difference between the number of different LY words in Brown and ICE, but this difference is not in the expected direction, since we would expect the ICE total to be greater than that for Brown.  The tagging in ICE is clearly much more restrained than that in LOB, and this may well be due to the presence of lists of intensifiers in the 1972 GCE reference grammar, which have served as the basis of the tagging, and acted to limit the words regarded as intensifiers.

6. Inconsistencies: errors in the tagging
After this extended, but necessary introduction, we will look at the tagging and documentation of each word class and indicate whether errors in the tagging have been found, and whether, if they have, they can easily be corrected.

    
In this short paper, we shall chiefly discuss one kind of error, where the same word with the same kind of meaning is tagged differently although it occurs in similar contexts. For convenience, they will be termed "multitag errors".

An example from LOB is:

        1   [it] would make her a very rich young woman indeed_QLP .

        2   [it] is a very fine motor car indeed_RB ;

Clearly, at least one of these must be wrong, and the documentation shows us that it is the Postqualifier tag, QLP, which is correct, and the Adverb tag, RB, which is wrong.

A second restriction on what is treated in this paper is the absence of any discussion of the tagging of participles. To discuss them would involve an amount of time and space which is not available. We hope that this omission will not essentially alter our conclusions.

7. Qualifier adverbs in LOB
Let us begin by looking at Qualifiers in LOB. No multitag errors at all have so far been found, although they are present in other word classes, as the example in the previous section shows. There are however other errors and probematic taggings which we have no time to document here. 

The absence of multitag errors is undoubtedly due to the fact that the number of different words which are allowed to have this tag has been greatly reduced in comparison to the number in Francis's book. This means fewer problematic cases and easier manual correction. Moreover, the absence of LY words and their associated problems, has made the tagging much simpler.

The documentation attempts to define the word class in a coherent way, but it does not altogether succeed.

8. Degree adverbs in the BNC Sampler

Now we move on to the Sampler. Although the name of the word class with "very" has changed from Qualifier to Degree Adverb, definitionally it is almost the same. Two important differences will briefly be mentioned. The first is the removal from the Degree Adverb class of the four inflected words "more" and "less", and "most" and "least". Two new subclasses of  Degree Adverbs, a Comparative and a Superlative Degree Adverb class, have been created for them, with the tags RGR and RGT. ICE does something similar, but the two new classes have each been enlarged by the addition of a few extra words.  Secondly, a group of General Adverbs with both Prepositional Adverb and Prepositional homonyms - for example "about" and "around" - which occur chiefly before numerals and mean something like "approximately" have been retagged as Degree Adverbs. This is contrary to the definitional spirit of the class, which favours adjective modifiers, but has been done to satisfy the more general restriction that no word should have a general and a particular homonym in the same primary wordclass. This is a computationlly-based restriction, and precludes retagging words like "almost" when they occur before numerals with a similar meaning.

Just two examples of multitag errors will be given, but a number of others have been found.

The first involves quite a large number of examples:

         1a  a   more_RG  central role

         1b  the more_RGR central issue

 
(1a) seems to be a clear mistagging of "more" as a Degree Adverb rather than a Comparative Degree Adverb, as in (1b).   Seventy-five instances of "more" have been incorrectly tagged RG. It is surprising that such a high profile construction as the periphrastic comparative could remain tagged in different ways and yet still escape notice.

The second example is taken from the Comparative Degree Adverb class, and involves the expressions "less so" and "more so", as used as in the following examples.

         2a  Printing in several colours is expensive, but 

             using a single colour ink ... is much less_RGR so_RR.

         2b  Creation had been magnificent ... its continuation ...

             less_RRR so_RR

In (2a) "less" is tagged as a Comparative Degree Adverb, but in (2b) as a Comparative General Adverb. Before the adverb "so" the correct tag would seem to be the first one. The above examples are the only ones with "less so", but "more so" is tagged RGR four times and RRR twice.

On the basis of multitag errors, the Sampler fares worse than LOB, and this would become clearer if time allowed the discussion of further examples. However, the accuracy of the tagging still remains very high, particularly in comparison to that of the following two corpora. In most respects, the documentation is clear and helpful. Just as for LOB, this word class might be criticised on the grounds that many words are put into or left out of the class for computational rather than linguistic reasons.  

9. Qualifier adverbs in Brown
Moving on, or rather back, to Brown, we move to a greatly enlarged word  class. Nevertheless, except for the presence of LY words, it meets the first and presumably the second of the definitional requirements of Francis's book, requirements which are also met in LOB and the Sampler. That is, the members should be non-verb modifiers, principally of adjectives and adverbs, and be degree words. The word "presumably" is used about the degree-word requirement because there is no clear statement about it in the Brown documentation, indeed the word "degree" is not used at all in reference to this word class.

Indeed the Brown documentation is quite inadequate for a proper understanding of the tagging. As it says itself, it presupposes that the readers of the documentation and users of the corpus will themselves be grammarians, and familiar with the secondary literature. The only book which is referred to as a guide to what is called the "rationale" of the tagging is the book referred to above by Greene and Rubin about the TAGGIT program. The tagging described in this book, however, in many ways no longer matches the tagging of the Brown corpus as we have it, and even if it did, it is almost unobtainable, as we found only one library in the whole of Europe has a copy.

In the Brown corpus, the number of multitag errors is of an order of magnitude greater than in LOB or the Sampler. Indeed, one or more multitag errors can be found for a large number of the different words in the class. Five pairs of examples are given below, first for simple words, then for LY words. They all come from the beginnings of an alphabetical list, and similar errors in similar proportions could be given for the rest of the list. These examples are given, so that the presence of a large number of errors in a corpus previously considered basically error-free may be firmly established.

Firstly, the simple word pairs, one pair each for the words "all, almost, already, altogether" and "always."

         1a  fishing havens all_QL over the country

         1b           firms all_ABN over the nation

         2a            there almost_QL always was one

         2b   this Woman was almost_RB always with him

         3a   the already_QL unbelievable extremes

         3b    an already_RB fine marriage

         4a   an altogether_QL different impression

         4b   an altogether_RB different cup of tea

         5a   an always_QL exhaustible supply

         5b   an always_RB reliable Bill Bailey

And secondly, five pairs of LY words, one pair each for "absolutely, acutely, adequately, admirably" and "apparently."

         6a     it is absolutely_QL essential to the argument

         6b   to meet absolutely_RB essential needs

         7a.  without being acutely_QL aware

         7b          we are acutely_RB aware

         8a         I am not adequately_QL trained_VBN

         8b   neither can be adequately_RB systematized_VBN

         9a        the plan is admirably_QL fulfilled_VBN

         9b   the new camp was admirably_RB selected_VBN

        10a   the subjects' apparently_QL genuine experience

        10b         in that apparently_RB simple shift

Correcting such pairs involves a proper understanding of what is meant by a degree word. But linguists do not agree about how to define a degree word. Without careful guidance in the documentation it may not therefore be possible to make corrections other than in an ad hoc way.

To illustrate some of the difficulties associated with the tagging of LY degree words, we shall consider a few examples of semantically clearly related words, all of them ending in "ingly". There are many others.

The two words, "amazingly" and "startlingly" are clearly semantically related. Listed below are the all occurrences of these words in a context immediately preceding an adjective.

     1  AMAZINGLY 

             QL  1   the yellow pages ... were AMAZINGLY THIN

             RB  2   they were AMAZINGLY ARTICULATE

                 3   she was AMAZINGLY LIGHT

     2  STARTLINGLY

             QL  1   his STARTLINGLY BEAUTIFUL jazz

                 2   a STARTLINGLY HIGH percentage

             RB  3   the STARTLINGLY BRIGHT effect

                 4   she was STARTLINGLY PRETTY  

The problem is: should they be labelled as degree words or not? If one is then presumably the other should too. In these examples it seems clear that there are indeed errors, and the existence of two tags in the same environment imposes the need to change some of these tags.

But there are many other semantically related words which occur just once or just a few times in the corpus, but always with the same tag. Here are some examples with four such words, "appallingly, disconcertingly, affectingly" and "depressingly".  

             QL  5   it should be APPALLINGLY APPARENT

                 6   the DISCONCERTINGLY INTENSE conversation

             RB  7   an AFFECTINGLY WARM and human exposition

                 8   there were no DEPRESSINGLY SERIOUS cases 

                 9   Moscow's atmosphere is DEPRESSINGLY subdued 

                     and official

The first three occur just once in the corpus, the fourth just twice. Because they always occur with the same tag, no multitag errors arise. Nevertheless, there is a conflict in the tagging here that needs to be resolved. If it is accepted that some of these examples need correcting then there are many more erroneous tags than simply those which display multitag errors.

The difficulty lies also with the way the class has been constructed. In the case of LY modifiers, it seems that there are many difficulties in deciding whether a particular LY word can count as a degree word, and if it can, then whether it is always a degree word, or whether it is only a degree word in certain contexts. Adding LY words to the word class has therefore greatly increased the difficulty of correcting the tagging. 

What is clear is that the user of the corpus must feel confidence in the tagging, and feel that it has been done in a consistent and carefully considered manner. If many errors are found, then that confidence may be seriously weakened, to such an extent that the user may no longer feel that the tagging is reliable.

10. Intensifier adverbs in ICE
The final corpus we shall look at in this paper is ICE. This is without doubt in many ways a wonderful corpus, above all because it is parsed as well as tagged, and because the program for its use is so excellent.  However, it nevertheless still contains many defects in both the tagging and the parsing. 

The documentation for ICE is an onscreen Help facility, with examples of tag usage, but little further information. Much more information can be found in the 1972 grammar, as well as in its 1985 revision "A Comprehensive Grammar of English", and in Greenbaum's own 1995 "Oxford English Grammar". This grammar is based entirely on the corpus from which ICE-GB itself is drawn, and forms an ideal companion for use with it. 
The principle difference between ICE and Brown is the fact that  intensifiers can now, to use Francis's terminology, modify verbs. 
Exactly the same problems which beset qualifiers in the Brown corpus, now apply to intensifiers in ICE, only more so, since the scope is wider. Although there appear to be fewer inconsistencies than in Brown, there are nevertheless a large number. Just as in Brown, it is not difficult to find multitag errors for both simple words and LY words. The examples below are presented in the same way as the Brown examples, and again establish the fact that this corpus has more than a few random errors. 
If the first tag in each pair is ADV(int) and the second ADV(ge),  then the tags are not shown. First, examples of simple words, one pair each for "about, all, altogether, any" and "anything"

         1a   Emperor tamarins are ABOUT the same size

         1b            They can be ABOUT  the same size

         2a   This is ALL_ADV(int)   very well

         2b   That 's ALL_PRON(univ) very well

         3a   a different thing ALTOGETHER

         3b       another thing ALTOGETHER

         4a       if they 're ANY good

         4b   whether you 're ANY good

         5a   anything_ADV(int)          more than that

         5b   anything_PRON(nonass,sing) more than a tiny garden 

Second, those in LY, one pair each for "amazingly, approximately, awfully, badly" and "bitterly."

         6a   an AMAZINGLY opulent car

         6b   an AMAZINGLY varied selection

         7a        shoes which were APPROXIMATELY six months old

         7b   the process will take APPROXIMATELY three years

         8a   that 's AWFULLY nice

         8b     it 's AWFULLY difficult

         9a   many parts .. are also believed to be BADLY affected

         9b                            we were very BADLY affected

        10a                     most people BITTERLY regretted the

              passing of the monarch

        10b   SADDAM HUSSEIN must by now be BITTERLY regretting the

              gamble he took

The ICE corpus is the only corpus that is parsed as well as tagged. This means that multitag errors result in parsing errors, and this in turn may effect statistical information about parse trees and their constituents. 

As we have seen, ICE has far more multiword constituents than the other corpora, and it is precisely multiwords which often give rise to tagging errors. In fact, a large number of multiwords are often tagged inconsistently in ICE. In particular, the constituent words may sometimes be tagged separately, and sometimes be treated as a multiword and given a single tag. Different taggings of this kind obviously have as a consequence that quite different syntactic structures are assigned to each different tagging, as in the examples below. A backward slash is used to join the parts of a multiword, but this slash is not used in ICE. In (1a) there is a multiword, "far\from", but in (1b) the constituent words "far" and "from" are not joined.   

         1a   the information we have today is sketchy and 

              far\from complete

         1b   we forgot that it was very

              far from complete

In (1a) "far\from" is tagged as a multiword Intensifier,

              far\from_ADV(int)

but in (1b) each constituent word has a tag of its own. "Far" is tagged as an Intensifier, and "from" as a Preposition.

              far_ADV(int) from_PREP(ge)

The associated parsings are naturally quite different. 

         2a   (ADJP (ADVP far\from) complete))

         2b   (PP (ADVP very far) from (ADJP complete)))

In the first example, (2a), "far\from" is the head of an adverb phrase, which modifies the adjective "complete" and together with it forms an adjective phrase.   

In the second example, (2b), the adverb phrase "very far" modifies the preposition "from", and the adjective phrase "complete" is the complement of the preposition. Together they form a prepositional phrase.

Of course, multiwords with three or more constituent words, may be tagged in three or even more different ways, and each of them will be associated with a different parsing.

11. Conclusion
This paper has only looked at the adverb subclass including the word “very”, and we can only speculate whether our findings extend to other adverb classes and/or other PoS-tags more generally.  At least for this case study subclass, we have shown in this paper that these corpora are not essentially error-free as has been previously supposed. Nor are they equivalent in terms of the number of errors they have. LOB is by far the most accurately tagged. It may therefore be taken as the standard, against which others can be measured. The Sampler certainly falls some way behind it, but it too has relatively few errors. In comparison, ICE and Brown have a very large number, though ICE perhaps fares better than Brown. 

