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Abstract

In sign language corpus building tokenising and lemmatising has to be done manually due to the lack of an established writing system and, as it is the case for German Sign Language (DGS), a comprehensive lexical resource. To support the consistency of token-type matching an integrated two-step approach using a multi-user relational database is adopted. During a basic transcription phase, tokens are linked to sign types and inherit type information such as the notation of the citation form (top-down). This procedure is a straightforward implementation of the principle T. Johnston has called the use of “ID-glosses”. The second step is lemma revision. All tokens assigned to a type are compared and analysed. Token information may lead to changes of the type or lemma selection (bottom up). Lemmatisation and lemma revision are supported by the database and working environment called iLex. 

1 Introduction

Sign languages operate in the visual-gestural mode. The basic signals of sign languages are made of shapes and movements of the hands in the three-dimensional space in front of the body and on the upper body and head. Many of the hand movements are accompanied by facial expressions, movements of the mouth, tongue, lips, cheeks and also by different directions of eye gaze and changing positioning of the upper torso and head. These various signals are utilized systematically, carry meanings or grammatical functions, interact with each other and are therefore considered to be part of the language system. The different signals are often produced at the same time or partly overlap. This makes signed texts very complicated structures to describe and analyse. Even though some notation and writing systems have been developed to write signs or signed texts they are only used in very limited contexts for linguistic or pedagogic purposes. Some promising attempts have been made with Sutton SignWriting in a pedagogic context in school (cf. Wöhrmann 2005 for DGS). But all these systems have their drawbacks and have not been able to establish themselves as everyday writing systems up to now. Therefore there is no established everyday writing system for sign languages. Even though signs can be written they usually are not. Therefore sign languages have to be treated as oral languages. They have been and are primarily used in face-to-face communication and have no literary tradition in a written form. With the progress of modern technology more and more signed texts, such as films, are now being recorded and produced for dissemination.
For the study of sign languages this situation means that there are virtually no written texts of any relevance available that could be collected for corpus analysis. And even sign language texts produced as films are still a very new and just developing text genre. In order to gather information on everyday sign language use, one has therefore to go through very laborious and costly procedures of filming signed conversations and narrations in a natural or near natural setting. This will be done for German Sign Language (Deutsche Gebärdensprache, DGS) in the DGS Corpus Project within the next three years. For this paper we assume that data collection has already been finished. There are no adequate writing systems available to put the language of these texts fast and efficiently into writing in order to make them accessible for computer processing and analysis. There exist no automatic search routines and tagging tools nor is an automated token-type matching possible for sign language at the present. For DGS not even a comprehensive lexical resource is available to this day that could be taken as a basis for token-type matching. Given these difficulties it is no surprise that corpus linguistics is only now starting to come to life in the field of sign language research. Up to date there are only few sign language corpora of reasonable size, e.g. the Corpus NGT (Sign Language of the Netherlands, (1)) or the Auslan corpus (Australian Sign Language; Johnston/Schembri 2006). No publicly available sign language corpora exist that allow accessing of the data in a way that is considered to be a standard application for spoken language corpora. New projects to collect sign language corpora of reasonable sizes are now underway in a number of countries (Germany, Great Britain, France, Italy, Sweden). Procedures and solutions to make this material accessible and analysable need to be further developed and tested. In this paper we will discuss some basic and essential aspects of transcribing, annotating and accessing large amounts of signed texts. We particularly focus on the approach that is implemented in the database and working environment of iLex. It combines the transcription and annotation of tokens with the building of a lexical database within one work environment.

2 Background
The background of this paper are two research strands combining and coming together at the Institute of German Sign Language and Communication of the Deaf (IDGS) at the University of Hamburg: One is the empirically based sign language lexicography put into practice for the production of sign dictionaries of technical terms. There are 16 years worth of experience in that field that can be utilized and drawn upon. The other strand is a large long-term corpus project for DGS (2), which has started in January 2009 and will result in the production of a general electronic dictionary DGS – German in 2023. This project presents new challenges concerning methodology, technological support, transcription, annotation, and analysis. The issues this project raises are prone to inspire further progress and new solutions.

2.1 Sign dictionaries of technical terms

Since the early 1990s sign language lexicography has been one of the major areas of research at the IDGS. Over 13 years a lexicographic team has continually worked on corpus-based sign dictionaries of technical terms within five successive projects. Each project resulted in the production of a sign dictionary for one academic or vocational domain. The domains covered were joinery, house economics, social work/social pedagogy, health and nursing, horticulture and landscaping (Arbeitsgemeinschaft Fachgebärdenlexika 1998, Konrad et al. 2000, 2003, 2007, Konrad et al. in prep.). The first LSP dictionary in this series, the sign dictionary of psychology (Arbeitsgemeinschaft Fachgebärdenlexika 1996) was a forerunner to the other dictionaries. For this project data had been collected and reviewed, but the signs had not been made accessible through a transcription. The essential approach of these projects has been empirical: Signed equivalents or translations of German technical terms included were almost exclusively signs that are used by deaf experts of the field. 

In special sessions these signed equivalents were elicited using either German written terms or pictures or a combination of both as stimuli. The signed answers of the deaf experts were filmed. In addition pre-structured interviews with the deaf experts were conducted and filmed. The filmed material was then connected to a database, transcribed and annotated. The interviews were transcribed only selectively for equivalents of technical terms. This material makes up the corpus on which the selection of signs and their description in the dictionaries have been based. The data of several projects have been cumulated in one database. 

The corpus data of five projects comprise 240 hours of film with raw data for the elicitation of isolated terms and 57 hours of film with pre-structured interviews. More than 112.000 tokens are accessible via annotations and transcription. In average a project had 10-11 informants, included more than 700 technical terms, elicited 20.200 responses of which 10.300 have been transcribed including 22.500 tokens of signs. In order to be able to handle this amount of data effectively and consistently a lexical database and working environment named iLex has been developed (Hanke 2002, Hanke/Storz 2008) at the IDGS for the transcription, annotation and lexicographic analysis of sign languages.

2.2 DGS Corpus Project
The DGS Corpus Project is a long-term project of the Academy of Sciences in Hamburg. It is carried out by the IDGS in Hamburg. The project has begun in January 2009 and will be completed after 15 years in 2323. It has two major aims: The first aim is the compilation of a reference corpus of German Sign Language. Data will be collected at 12 different sites from about 300 informants from all over Germany. The data will consist of 350-400 hours of filmed material (raw data). This material is expected to contain more than two million tokens. The size of the planned sign language corpus is small compared to spoken language text corpora, but it can be compared to spoken language corpora of oral communication. The corpus data will be made accessible through a translation and a basic transcription. The main aim of the basic transcription is the token-type matching. In a second step about 175-200 hours of the material will be transcribed and annotated further in more detail. A selected part of about 50 hours will be made publicly available on the internet as an open access corpus. For these 50 hours there will also be an English translation provided.

The second major aim of the project is the production of a general electronic dictionary DGS – German. It will be published in 2023. This dictionary will be directly based on the complete corpus. Additional information will be gathered from the sign language community via a feedback system. The dictionary will also contain a dictionary grammar and examples that are directly taken from the corpus material. Analysis necessary for composing dictionaries entries and writing the dictionary grammar will steer which stretches of the material are to be transcribed and annotated in more detail.

Most of the outcome of this project relies on the quality of the corpus material and the ways it will be made accessible, searchable, and analysable. In order to achieve these goals estimated 150 man-years will have to be invested into transcription and annotation work. Naturally, issues of transcription such as methodology, effectiveness of workflow, data consistency and quality assurance lie at the heart of the project’s interests. In the following we will discuss some of these issues on the background of our approach.

3 Transcription 

Written and spoken language are two distinct modes of language use. In linguistics of spoken languages a well-established distinction is made between linguistic aspects of language and non-linguistic or paralinguistic phenomena. In short, linguistics focussed on what could be written down, especially in alphabetic writing systems as verbal and sorted out many aspects of spoken language that are hard to put in words as non-verbal. The consequences of this written language bias for any level of language description is discussed in Linell (2005). 

So-called “non-verbal” and “para”-linguistic aspects are lacking in written language but play an important role in the spoken language mode. With a phonocentric writing system utterances can be written down, but this is still a reduction of what constitutes an utterance. There are many other aspects of spoken language a linguist may be interested in. Therefore a number of transcription systems have been developed to capture and write down qualities of speech and bodily action that are not coded in a writing system like the Latin alphabet. In spoken languages verbal aspects of an utterance are coded either as written words in an orthographic transcription, as combinations of sound types in a phonemic (broad) transcription or as combinations of actually uttered sounds in a phonetic (narrow) transcription. For phonemic and phonetic transcription systems like IPA and Sampa have been developed. Paralinguistic aspects of utterances like tone, stress, pauses, and voice qualities are transcribed using prosodic annotation systems. For the transcription of non-linguistic phenomena like co-verbal gestures, facial expression, and eye gaze different systems like the coding manual of Duncan (2005) are used.

Transcription has been defined by Schultze-Bernd (2006: 219) as “[…] any symbolic representation of the significans side of documented speech events”. This definition could be reformulated in the following way to better include sign languages: Transcription is a written representation of the form of an oral, not written utterance in a spoken (3) or signed language. Up to now, no writing system for sign languages has been developed that is used for everyday writing. Sign language is primarily used in a face-to-face communication. Even for spoken languages in face-to-face communication the interpretation of the uttered meaning heavily relies on visual-gestural and context information, the same is true for sign language.
4 Transcription of sign languages

Research on sign languages challenges the distinction between linguistic and non-linguistic aspects of utterances because, first, there is no written language bias and second, nonmanual aspects can be prosodic as well as lexical or syntactic. Even the distinction between signs and gestures is not always clear-cut (4). Therefore, to transcribe all relevant aspects of a signed utterance is challenging not only because it is very time consuming, but also because many theoretical and methodological questions are still unanswered.

In sign languages the significans side of an utterance consists of at least three different kinds of signals: the manual sign, mouthings (articulated words) and nonmanual signals (Ebbinghaus/Hessmann 2001). Sign language lexicography primarily focuses on manual signs. Mouthings are mouth movements resembling the articulation of words without voice. Usually they accompany manual signs, although the reverse is not true: not all signs are accompanied by mouthings. Nonmanual features include facial expressions, eye gaze, body posture and mouth gestures, i.e. movements of the mouth, lips, tongue and cheeks that are not related to the articulation of words. 

In the context of corpus linguistics the purpose of a basic transcription of a signed utterance is to segment the continuous flow of hand movements into units of signs as tokens of sign types, that is tokenising and lemmatising. It is common practice to do this by using glosses as labels for manual signs. The so-called gloss transcription is in fact a means of annotating or tagging a video clip that shows a signed utterance. A gloss does not contain any information of the sign's form or its realisation in the token by itself. It cannot be used to reproduce the utterance from the glosses alone. Therefore a gloss transcription is strictly speaking no transcription in the defined sense. For coding the form of a manual sign special notation systems like Stokoe Notation, Hamburg Notation System (HamNoSys), Sutton SignWriting or SignFont have been developed.
A gloss is also not a translation of the sign’s meaning. Tokens of the same sign are labelled by the same gloss but can have different meanings in different contexts. 

Nonmanual aspects of signed utterances as well as mouthings are usually added in the transcript through annotations in separate tiers which can be dependent tiers of the token (gloss) tier or independent and time-aligned to the video sequence. Some notation systems like Sutton SignWriting provide a set of symbols to code mouth gestures and facial expressions. These features can also be coded using closed vocabularies assigned individually for different classes of phenomena. Because mouthings refer to spoken language words, as Ebbinghaus and Hessmann have shown, they are often written down as words using orthographic transcription for practical reasons. In the following discussion we will focus on the coding of the manual signs.
4.1 Coding of manual signs

4.1.1 Notation of the sign form 

The manual sign is considered the basic unit in sign languages. For a very general and broad transcription at least the manual signs have to be written down. For this there is no common writing system with a known orthography one can resort to. In sign linguistics the form of a manual sign is usually described in terms of four basic parameters: handshape, orientation of the hand(s), location in space or on the body, and movement. Special transcription systems have been developed to write down the forms of manual signs, for example HamNoSys (see figure 1), Sutton SignWriting, Stokoe Notation and SignFont.
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Figure 1: Example of a HamNoSys notation for the DGS sign ARBEITEN1A (to work)

In the DGS Corpus Project HamNoSys is used for coding the manual form of a sign. In HamNoSys the notation of a sign is a sequentially written string of symbols that can be read and sorted by a computer like any other font. HamNoSys allows for a very detailed phonetic transcription (Prillwitz et al. 1989, Schmaling/Hanke 2001). For practical reasons up to now HamNoSys notations have been used in the working environment of iLex in a reduced and sometimes incomplete form roughly approximating a phonemic transcription. This is done in order to facilitate a quick reading of the notations and to avoid the coding of tiny differences that are due to the fine-grained notation system but that are not relevant differences within the signs. Within iLex it is possible to search for sign forms or elements of the form in the database and in transcripts based on these HamNoSys notations (see figure 2).
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Figure 2: Type search by sign form and list of corresponding entries

The HamNoSys notation of a particular sign enables a practised transcriber to recognize the most significant formational elements of a sign (handshape and some aspects of location and movement) quickly at first glance. These aspects are usually enough to identify a known or searched for sign among several sign forms. Exactly this function of HamNoSys is utilized in our iLex working environment for the token-type matching. It enables a transcriber to search for sign types in the lexical database and quickly identify the appropriate one among several search results or listed signs. For this function HamNoSys has proven a very valuable tool. Once the right sign type has been found the token is linked to that type (token-type matching). The token automatically inherits the type’s form notation. If the particular token shows some deviations from the coded type form, the difference is coded for the token with HamNoSys symbols, also (see figure 3). 




Figure 3: Token tag and transcript 

This method and practice of transcription has several advantages: The form of a sign has to be transcribed only once. The notation is stored as type information in the lexical database. It is then automatically inherited by each token linked to that particular type. It is not necessary to transcribe the same form several times for different tokens. This saves the time-consuming work of coding the same form over and over again. Yet this practice does not mean that small variations or deviations of form in tokens are neglected or overlooked. They are coded as deviations in the token information. Here it is not necessary to write a complete notation, rather only the deviating element is coded up to now. This practice makes it possible to quickly survey and review all listed tokens of a type for formational peculiarities (see figure 4). 
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Figure 4: Type entry and listing of tokens (sorted by form deviation)
HamNoSys can be utilized as a valuable tool to code the form of signs. But it also has its drawbacks. Often there is more than one correct way to code the form of a particular sign. Notations for one sign can also vary in their level of detail. In addition HamNoSys strings are time-consuming to write and not easy to remember. 

Mainly for the above-mentioned reasons HamNoSys notations are used for the coding of the sign forms but not to unambiguously label or represent signs. Within iLex each sign type has an individual identification number as a unique reference key for all internal operations. But numbers are hard to remember and not very telling. Therefore, each type also has a unique gloss assigned to it. This is mainly done for practical reasons. In the everyday handling of large amounts of sign language data, a combination of a unique gloss and a form description in HamNoSys has proven practical.

4.1.2 Gloss transcription

In sign language research a gloss is used to label or represent a sign. Usually a gloss consists of a combination of a written word and additional information attached to it. Glosses are either employed to write stretches of sign language utterances down or to represents signs in transcripts. In order to mark this specialised use of words and not to mistake them as spoken language text, the convention is to write the word, also called the gloss name, in capital letters. The gloss name normally corresponds to one central meaning of the sign. It can be enriched with digits, characters or additional codes to distinguish variant forms, synonyms or modifications of a lexical sign or to add additional information on form, function or meaning, depending on the goal of the gloss transcription.

Within the DGS Corpus Project glosses are unique labels for lexical signs or categories of other sign classes like productive or deictic signs, fingerspelling or number signs. Glossing and HamNoSys are used to identify signs and to describe the citation form of sign types. This is supported by the lexical database and working environment of iLex. Our glossing convention is that a gloss consists of the gloss name, one or more digits, and in some cases additional letters. The gloss names are chosen as a hint to one basic meaning or to the iconic value of the sign. This is primarily done to make the gloss telling and easy to remember. The first digit after the gloss name is used to distinguish different signs with the same gloss name, for example synonyms, and the second digit is used to label different modified forms of the basic sign type. Additional letters are used to distinguish form variants (see figure 5). In the near future these conventions will be changed as the language modelling of iLex is progressing to meet the requirements of the project. 




Figure 5: List of sign types displayed as glosses with HamNoSys notations
A gloss serves several functions: First, it is an aide memoire. The gloss provides a semantic clue to recall a sign. If the transcriber has some knowledge of the sign language and once he or she has to become familiar with the conventions and individual choices of gloss names, he or she can easily recall a sign’s form by reading the gloss name. This only works for a small set of a few hundreds of glosses. For larger numbers of sign types, e.g. thousands of glosses with numerous variants and synonyms, the gloss has to be combined with some form description like HamNoSys to make the identification process reliable and fast.
Second, glosses can be written, searched for and sorted alphabetically. Since the gloss itself is just a label it does neither describe the form nor give sufficient information of the meaning of the sign. But it gives the sign a name that can be handled just like any name in written or spoken communication. The drawback of using glosses is that each transcriber makes individual choices when assigning gloss names to new type entries. Another drawback of using glosses is that the gloss names are words of a spoken language that induce certain associations. There is a risk that these associations mistakenly and unconsciously influence the assumptions about the sign it represents. (cf. Pizzuto/Pietrandrea 2001, Pizzuto et al. 2006)

But even if sometimes the deaf team members are searching hard for the supposedly “right“ gloss name, this is not the key point. Gloss names are fortuitous and any chosen convention will be correct, since the essential function of glosses is to label lexical signs. Crucial is that whatever gloss is chosen it has to be a unique label. It has to be consistently used for all tokens of the same sign following the rule: same form, same (lexical) meaning ➞same gloss. (5)

This corresponds to what Johnston (2008: 84) has called “ID-gloss”. Crasborn/Zwitserlood (2004: 4) reformulate this metaphor when defining the function of glosses as “pointers to lemmas in a lexicon”. This means glosses should be used as if they were identification numbers of sign types listed in a dictionary or a lexical database. Glosses in a transcript should function as unique references to a sign that is described in a lexical resource. Glosses are a means of token-type matching and can also take on the function of representing the lemmas in sign entries. For this reason token-type matching is also called lemmatisation.

Glossing implies segmentation of a signed utterance and in most cases is equal to tokenisation. In the DGS Corpus Project each distinct sign form is glossed separately. In order to cover units consisting of more than one sign such as compounds, idioms, or multi-sign lexemes further annotations, additional entries in the lexical database or cross-references are necessary.

5 Token-type matching and annotation tool: iLex

Johnston’s claim of using “ID-glosses” is a paraphrase of the demand to consistently label tokens of the same sign by the same gloss. 

Without consistency in using the ID-gloss it will be impossible to use the corpus productively and much of the time spent on annotation will be effectively wasted because the corpus will cease to be, or never become, machine readable in any meaningful sense. (Johnston 2008: 84)

Inconsistent glossing makes a transcript useless in a sense that it cannot be searched and counted automatically for tokens of sign types because the result will be distorted and unreliable. Lemmatisation is a necessary prerequisite of modern linguistic corpora. It should be supported by suitable annotation tools. Document-centred tools like ELAN, ANVIL, or SignStream do not support consistent glossing because they are not linked to a lexical database that handles glosses as names of database entities. In ELAN, one of the most widely used annotation software in sign language research, glosses have to be typed as text in annotation fields. This is prone to error. At best the gloss names will be taken from a dictionary or a lexical resource that is not linked to the annotation tool. One reading of Johnston’s postulation to use ID-glosses is that glosses should be used as if they were identification numbers (IDs). This reflects the fact that tools like ELAN do not handle glosses as names of sign types that are stored in a lexical resource. In ELAN glosses are mere text strings like any other annotation or commentary.

The straightforward implementation to support consistent token-type matching is a database approach treating sign types as database entities. The only software combining a lexical database for sign languages with the functionality of annotation tools like ELAN is iLex, developed at the IDGS for the support of our work on sign dictionaries for technical terms. 

A gloss in iLex is a name of a type that is identified by a unique ID. The type table in the SQL database contains further information on the type, e.g. the citation form. The types are linked to other tables such as meanings, analysis of the iconic value of a sign, comments, and so on. The concept of iLex meets the requirements for a multi-user transcription system focussed on lexical analysis of signs. During the transcription process glossing is executed by dragging and dropping a gloss name from the list of types into the token-tag of the transcript tier (see figure 6). Transcript tags display the gloss name and the HamNoSys notation of the type, whereas the information stored in the tag table is the type’s ID. The token-tag window allows for further annotation such as form deviation, kind of modification (change of location, direction, and meaning) and context meaning. By clicking on a button near the gloss name, one opens the type window in which all the tokens of this type are listed (see figure 4).



Figure 6: Token-type matching by drag & drop function from the type list 
After lemmatisation annotations for mouthing or mouth gesture are added in separate tiers during the first step of basic transcription. Further annotations and tagging will be added in the successive stages of detailed transcription. 

Once a new sign type with a certain gloss name is entered in the lexical database all tokens that are identified as instantiations of this type and linked to it display the same gloss in the token tag within all transcripts. Before making a new type entry, the transcriber has to make sure that the type does not already exist. The more types exist, the more time-consuming the search for a particular type is. As a consequence, efficient search routines and strategies must be provided to guarantee the consistency and efficiency of transcription. 
The consistency of glossing is technically supported by the integration of the lexical database and transcripts within the iLex database and working environment. This makes possible an effective workflow for many users working at the same time on different transcripts. Once one transcriber has entered a lexical entry or added information to that entry, e.g. a HamNoSys notation of the citation form, this information is instantly available to others and can be reused immediately. 
6 Transcribing and lexical database building as top-down and bottom-up procedures

Johnston (2008: 87) states that “[t]he lexical database and its representation in dictionaries in various forms, is thus an unavoidable prerequisite for creation of a viable corpus”. Except for Auslan, there are no comprehensive dictionaries that could be considered as a reliable basis for token-type matching. The Auslan dictionary (Johnston 1998a, 1998b) is a reliable resource even if it is not corpus-based because it was compiled by Johnston in years of participating observation in the Australian sign language community and Johnston formulated and has taken into account the lexicographic definition of what constitutes a lexeme in a signed language (Johnston/Schembri 1999). 

The corpus of the only corpus-based sign language dictionary, the NZSL dictionary (Kennedy et al. 1998), on the other hand, has never been lemmatised. This means that it was not possible to support lemma selection and description by methods of corpus linguistics. Concerning other sign languages it might be even more critical to use lemmas from existing sign language dictionaries as ID-glosses, because in most cases there is no documentation on the principles of lemma selection. Why should corpus-based sign language lexicography anticipate the results it wants to produce, that is to identify and describe lexemes?

In the case of DGS we opted for the combination of lemmatisation as a top-down procedure and lexicon building as bottom-up driven. Lemmatisation is supported by a lexical database that allows for searching types and their instantiations (tokens). If the required type does not already exist, the transcriber has to make a new type entry before labelling the token in question with the new type gloss. The transcriber switches constantly back and forth between searching for existing types in the lexical database to match tokens to types and adding lexical entries. If the database does already contain a considerable amount of types, the basic transcription is in most cases a top-down procedure: The token in question is linked to the corresponding type and inherits the type information. The multi-user database system guarantees that each transcriber has access to the up-to-date type list (lexical database) and token annotations.

The perspective while doing lemmatisation is from token to type. In order to prove the empirical evidence for lemma selection, another step is important: lemma revision. The database allows for the reverse perspective from type to tokens. That means that all tokens assigned to a type are compared and especially deviant token information is checked. Deviant form or meaning can be a hint for a wrong token-type matching. In that case, the matching has to be corrected and the token is linked to another type. Form deviation can also be due to context or situational factors or they may be idiosyncratic. Further on, deviation could also be a hint for a variant form or a modification of the type. Lemma revision is bottom-up driven and leads to the consolidation and the readjustment of the existing lemma selection and description.
7 Quality assurance

In sign language research technologies like speech-to-text technologies and speech-to-text alignment are not (yet) available. Transcription has to be hand-made. Double transcription as a means to achieve a high inter-transcriber reliability is far too expensive. The relation of video sequence time to transcription time ranges from 1:200 for a basic transcription up to 1:600 for a detailed transcription.

To assure the quality of lemmatisation and annotation we adopted the two-step approach of basic transcription and lemma revision. It involves a constant switch back and forth between token and type, transcript and lexical entry, and a top-down and bottom-up perspective. iLex supports this by different views on the data. During the token-type matching, several ways to search for types are used by the transcribers. Lemma revision is assisted by filters and lists that offer different views on actual coding and annotation by one click. The movie sequence of each token listed can be displayed easily through a menu function or a shortcut command. In addition, sorting routines can be executed easily by clicking on the column header of a list. Filters and lists can be customised through changing the underlying SQL statement, as required for the task that has to be carried out. In comparison to ELAN this is rather convenient and flexible. 

Built-in database restrictions support the consistent token-type matching by forcing the transcriber to use only existing types as glosses in the transcripts. Typing errors are almost completely avoided, because the gloss name is typed only once into the gloss field of the type and will be displayed automatically for each connected token. Labelling two different types by the same gloss is prohibited by the system. Also, for some annotations the database requires complete information before the transcriber can close the entry window and save the annotation. By this incomplete information can be minimized. Type meanings are modelled as database entities in a concept table. The concepts are German words or phrases that correspond to one of the sign’s meanings. These meanings are linked to sign types and can also be linked to tokens to indicate their specific contextual meaning. This facilitates searches for types and tokens by their meaning. 

In iLex controlled vocabularies can be defined and expanded for special aspects of annotation e.g. for the description of mouth gestures or eye gaze. Free text is mainly used for comments on annotations or translations of signed sequences.

In a multi-user system with ten to twenty transcribers as planned for the DGS Corpus Project the quality of transcription will not only depend on a sophisticated database model and built-in restrictions, but also on annotation guidelines explained in a coding manual that gives explicit criteria for sign categories, exemplified by prototypical examples, explains glossing conventions, and the rules for token-type matching and further annotations. At the moment, we use Wikis to document and communicate transcription and database procedures and related issues. The coding manual for basic and detailed transcription in the DGS Corpus Project is on the agenda.

To achieve a valid notation of the citation form of a type that meets the criteria of the HamNoSys syntax, the transcriber can test the HamNoSys string by an avatar. In case of doubt the transcriber can see whether the HamNoSys notation is correct or not. This works well for transcribers with some HamNoSys training or experienced annotators. The side effect is that this will lead to more and more unified and standardised and detailed HamNoSys notations. For beginners this testing has the drawback that it is mostly a time-consuming trial and error procedure. In the future it may be possible to use avatar technology to compute automatically the token form by combining citation form and token deviation.

8 Problems to solve

Our experience in combining annotation requirements with a lexical database enables us to address problems that have to be solved in order to build lemmatised corpora as a resource for sign language research. 

One issue is to ensure inter-transcriber reliability. This is vital for the consistency of corpora and sign language corpus linguistics in general. Methods to test and increase inter-transcriber agreement will be developed in cooperation with similar sign language corpus projects in other countries. Until now there are no standardised test procedures to measure the quality and consistency of transcription or annotation for sign languages. Within a database approach tools can be developed to measure statistically significant variation among different transcribers.

A second issue is to speed up the process of lemmatisation and basic transcription. This could by done by reducing the complexity of the transcription tasks in breaking them down into several successive stages (cf. Johnston/de Beuzeville 2008 who call them “annotation parses”) and by making the interface more user-friendly.

A third issue concerns the consistency of annotations and quality assurance. Corrections of token-type matching can be performed quickly by dragging a token from one type to the other. By doing this, the reference to the type is changed but further token information like form deviation is not affected. This is also true when changing the type’s citation form. The transcriber has to be aware that the correction of the type information has to be done in accordance with the actual token information. Possible solutions are to notate the full phonetic form of each token or to provide routines and interfaces, which force the transcriber to check existing token information.
Another question is the notation of the sign form on a phonological level. HamNoSys can be compared to a phonetic IPA transcription. It allows coding the form of the manual sign as a movement of the hands in three-dimensional space. Especially when using HamNoSys strings as input to make an avatar execute signs, the notation has to be specified for many details. On a phonological level however, many of these specifications are not relevant. In addition, this runs contrary to the use of HamNoSys notations in a reduced form for easy writing and reading HamNoSys notations. From a lexicographical point of view it is desirable to have a phonological description of sign form for type entries, which covers all phonetic variants. HamNoSys in its present state is not suitable for this purpose. It remains to be seen whether HamNoSys or another notation system can be developed further to suit these needs.
Conclusions
In the near future the big challenge for sign linguistics is to base linguistic theories and conclusions on lemmatised corpora that can be analysed quantitatively and qualitatively as it is the case for spoken language corpora. But lemmatisation requires a reliable lexical resource, which should be corpus-based. One way out of this hen-or-egg problem is to combine basic transcription with building a lexical database. All types and other sign categories needed for the token-type matching are stored and managed in the database. This guarantees that sign types are treated as unique entities that can be searched for by form parameters or meaning. This is realized in the database approach of iLex, a SQL database with a working environment that offers the same functionalities as other annotation software like ELAN do. To control the quality of lemmatisation and annotation we propose to build a corpus in two phases: transcription and lemma revision. Integrating transcription procedures and building a lexical resource within one working environment at the same time is an effective way to accomplish consistent corpus building, as it is the prerequisite needed for linguistic analysis and lexicographic description of signs.

Notes

(1) See http://www.ru.nl/corpusngtuk/
.

(2) The Hamburg approach as it is described here has been developed in the context of several lexicographic projects (sign dictionaries of technical terms) and has been advanced by the planning group of the DGS corpus project. Susanne König and Thomas Hanke have also been central to this work. The proposal for the DGS Corpus Project has been written by Siegmund Prillwitz, Thomas Hanke, Susanne König, Reiner Konrad, Gabriele Langer, and Arvid Schwarz. Christian Rathmann succeeded S. Prillwitz in October 2008.

(3) The term spoken language is used to contrast spoken from written language as well as to distinguish spoken languages from sign languages. But both, spoken and sign languages are produced in an oral mode – as spoken language in contrast to written language. Therefore, to avoid confusion some French researchers like Sallandre (2003: 20) contrast vocal to sign languages and oral to written modality.

(4) For a critical view on the continuation of the “scriptist orientation” in sign language research see Kendon (2008).

(5) The lexicon model we developed in our lexicographic work does not only take into account form and meaning of signs but integrates the iconicity of signs. For further reading see König et al. (2008), Konrad (2009).
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