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Abstract

We report on tools for extracting collocation data from text corpora, which do more than just identify collocations: with a view to languages for specific purposes, we designed a tool suite for German that identifies collocation candidates of several morpho-syntactic patterns (verb+object, (participial) adjective+noun, noun+genitive noun), as well as noun compounds, and which in addition groups morphologically related candidates. In fact, “Klage abweisen” (to dismiss a charge) is related morphologically with “abgewiesene Klage”, “Abweisung der Klage” and “Klage-abweisung”. Being able to group collocations in this way is useful for lexicography and terminography, as well as for statistical procedures in NLP. Our work relies on a combination of search tools applied to parsed corpora and morphological analysis.
 1  Motivation
Collocations have been discussed extensively in the linguistic, lexicographic and terminological literature of the last 10 years (see e.g. the recent volume edited by Mellando Blanco, 2009, on the state of the art in lexicography, or (Granger/Meunier, 2008) on all of the above aspects). Also computational linguistics has discussed the issue (cf. the ACL-sponsored workshops on multiword expressions, such as Multiword Expressions: Identification, Interpretation, Disambiguation and Applications1 (2009) or  A Broader Perspective on Multiword Expressions2 (2007)), mainly from the point of view of identifying collocations in texts. In most of this work, the identification, the linguistic description, the translation and the lexicographic or terminographic presentation of single collocations is in focus.
In this article, we make an attempt at going one step further. We do not only deal with the extraction of collocations from corpus text (cf. section 3.1.), but we are particularly interested in the grouping of morphologically related collocations. We concentrate on combinations which are related with verb+object collocations, such as DE “Verfahren einleiten” (to start a lawsuit against sb.). Related collocations are those which have “Verfahren” and “einleit-“ as morphemes, but which have a surface form different from that of the verb+object pair. Examples are the adjective+noun collocation “eingeleitetes Verfahren” (where the adjective is indeed a participle), the noun+noun collocation “Einleitung des Verfahrens”, where “einleit-V” has been nominalised to “EinleitungN”, and the N+N compound “Verfahrenseinleitung”, where the nominalisation has been combined with “Verfahren” as non-head. All four items show up in our corpus (of juridical text). We identify all four of them and their respective frequencies, and we automatically establish morphological links between the candidates.
The grouping of related collocations leads to a number of research questions which will be addressed in the present paper:

(1) What is the distribution (and the lexicalisation status) of the members of the set of morphologically related items? Are they equally frequent? Is it a characteristic of the specialised language we analyse to prefer some ways of expressing the relationships between the verbal and the nominal element over others?
(2) What are the lexicographic and terminographic implications of the data obtained from (1): should all four elements be given in the macrostructure of the dictionary? Should there be links?

Furthermore, we expect knowledge about morphological relatedness of collocations to be useful for (statistical) machine translation and for the automatic creation of equivalence data for specialised languages: similar to stemming, morphological grouping allows us to consider related items together, e.g. also in automatic word and phrase alignment. This increases the observed frequencies of the “abstract” pairs (e.g. “Verfahren” and “einleit-“) and thus the probability mass; the more data are available, the better the statistical alignment tools work. In addition, translators tend to relatively freely choose equivalents among “abstract” rather than morpho-syntactically specified pairs: they would rather focus on the translation of “Verfahren+einleit-“ and afterwards select a morpho-syntactic realisation (e.g. noun+noun: “Einleitung des Verfahrens”), according to the needs of the text to be produced – they would rather not do it the other way round. Thus, we get many instances in texts where translations do not stick to source language word categories. Consider, for example, the following data from the Europarl corpus:


… should be able to lodge a complaint in this way and to obtain a ruling of the 


kind obtained by the United States after they lodged their complaints.


… Beschwerde einlegen und eine Entscheidung der Art herbeiführen darf, die von den 


Vereinigten Staaten nach Einlegung ihrer Beschwerde herbeigeführt wurde.



On 13 September this year the European Ombudsman sustained a complaint…


Am 13. September dieses Jahres gab der Europäische Bürgerbeauftragte einer von 


ihnen eingelegten Beschwerde statt…




English:



German:




lodge+complaint (v+obj)

Beschwerde+einlegen (v+obj)




sustain+complaint (v+obj)

Einlegung+Beschwerde (n+ngen)









eingelegt+Beschwerde (adj+n)
Fig.1: Extract from the (parallel) Europarl corpus: German - English.
In section 2, we describe the background of our work: data and tools used, as well as the theoretical bases. Section 3 is about our methods for collocation extraction and collocation grouping. In section 4, we present some results and interpret them against the background of lexicography. We conclude in section 5.
 2  Background
We start from a lexicographic view on collocations (cf. section 2.1). Our work is based on juridical texts (see section 2.2), but we nevertheless work with a lexicographical approach: we assume that the specialised language of juridical expert-to-expert communication does not present collocation types completely different from those of general language, such that we can use the same approach and tools (section 3) as for general language collocation analysis.
 2.1  Notion of “collocation”
The term “collocation” has been used to denote a range of phenomena; for many computational linguists, it is synonymous to “cooccurrence” or to “multiword item”; for the proponents of contextualism, collocations are mainly characterised by their frequency of cooccurrence, and only in the second place by syntactic or semantic criteria beyond typical co-selection.

We share the lexicographic view formulated by Bartsch (2004:76): “Collocations are lexically and/or pragmatically constrained recurrent cooccurrences of at least two items which are in a direct syntactic relation with each other.” This definition relies on the following criteria: lexical co-selection (a base selects its collocates), statistical significance of cooccurrence, and syntactic patterns. In our experiments, we focus on a few well-known patterns: verb+object, adjective+noun, noun+genitive noun; in addition, we consider noun compounds (which can be seen as a morphological variant of noun+genitive-groups).
It has been argued that multiword units of specialised language require a treatment different from that of general language collocations. This may be true for the terminographic description of specialised collocations (where more pragmatic data need to be provided than for general language, cf. Caro Cedillo, 2004), but not for the techniques of data extraction used to identify collocation candidates in text corpora. At least we claim that the same tools (cf. section 2.3) can be used for our experiment on specialised language as for general language (cf. also Heid et al. 2008).
 2.2  Data
Our experiment requires a huge German text collection that allows us to extract different kinds of collocations without running into data sparseness issues. Furthermore, we intend to base the experiment on collocations and their morphological variants from specialised texts. Morphological relations between specialised collocations have not yet been extensively investigated in the past, at least to our knowledge (cf. however Jacquemin 1997 for term variation).

In the context of a recent cooperation project, C.H. Beck publishers in Munich provided us with a huge juridical text collection, mainly covering the domain of IPR and trademark legislation. The collection consists of a German juridical journal named “Gewerblicher Rechtsschutz und Urheberrecht” (short: Grur) covering 60 years (1946 – 2006) of publication. We compiled the single journal issues into one text corpus of about 78 million words (tokens). Even though this is a rather opportunistic text collection that covers a wide range of topics – imagine the range of different products that fall under trademark protection – we successfully used this corpus for the extraction of specialised terminology in the past (cf. Heid et al. 2008).
The Grur corpus is taken as model case on which we run our experiments of automatically grouping morphologically related collocations. However, we assume that our methodology is applicable to any kind of data – might it be specialised texts from arbitrary domains or even general language newspaper texts.

 2.3  Tools

For the automatic preprocessing of the 78 million word Grur corpus, we make use of the following NLP tools: a dependency parser (Fspar, cf. 2.3.1) for full syntactic analysis, and a computational morphology (Smor, cf. 2.3.2) in order to provide full analyses on word level. Full parsing improves recall (cf. Heid et al. 2008) and precision (cf. Seretan 2008) of the collocation extraction; the identification of grammatical functions of German requires parsing, as positional criteria (as often used in configurational languages) and case are often not unambiguous (cf. Ivanova et al. 2008). The morphology system provides a list of morphemes for each complex word it analyses. On that basis, we can establish morphological relationships between collocation components and thus group the collocations according to word families. Stemming would not be sufficient, as it provides no full morpheme analysis and may not be sensitive to unrelated but formally similar words. (cf. “Beton” [concrete] vs. “beton-V“ [emphasize], “Betonung” [emphasis]).
 2.3.1  Fspar
In section 2.1. above, we defined collocations as word pairs that (amongst others) “are in a direct sytactic relation to each other”. In German, such word pairs must not always occur adjacently to one another. Due to the variable word order in German, we are often confronted with syntactic relationships over long-distances within a sentence. It is therefore essential to run a deep syntactic analysis on the whole corpus in order to reliably extract collocations from that corpus. 
In the past, we successfully used the finite-state based dependency parser Fspar (cf. Schiehlen, 2003) for several collocation extraction attempts (cf. Heid et al. 2008, Fritzinger 2008). This parser is highly efficient (it takes ca. 30min/10million words on an Opteron Server 4*8214 with 2,2 GHz and 32GB RAM) due to
· its implementation based on finite-state cascades and

· the fact that it leaves structural or label ambiguities unresolved in the ouput. 
Besides that, it relies on an large lexicon, which notably reduces the amount of false analyses, as its analyses contain only very few unknown words. In the following, we describe the parser’s output using the example phrase  “Wenn die Patente in den zwei Staaten derselben Person erteilt worden sind…” (If the patents have been granted to the same person in the two states…).
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Fig. 2: Dependency analysis (tree representation).

Fig.3: Fspar output format.
To enhance readability, the dependency analysis of this phrase is given in its tree representation in Figure 2. The corresponding Fspar output given in Figure 3 is less graphically appealing but the relevant information it contains is easily accessible with Perl scripts. The output is to be read as follows:

· 1st row:  sentence position of the word 

· 2nd row: word as it occurrs in the text (token)

· 3rd row: part of speech category (based on the STTS tagset3)

· 4th row: base form of the word (lemma)

· 5th row: morphosyntactic information (case, gender, number, tense, person, etc.)

· 6th row: dependency relations:  numbers refer to the numbers of the first row

· 7th row: grammatical function of the word in this sentence (subject, object, adjunct, etc.)
A more detailed description of the Perl scripts that are used to extract the different types of collocations follows in section 3.1. below, where this example will be repeated.

 2.3.2  Smor
The German language is widely known for its ability to build complex compound words. We assume that collocations might not only occur as syntactically related word pairs, but also as complex words. To give an example: the collocation “Patent anmelden” (to apply for a patent) might also occur as compound “Patentanmeldung” and we would like to capture such constructions in an additional collocation category named “compound”.

In order to automatically group collocations, we need to know about the inherent structure of the words involved. Besides compound splitting, it is important to reduce nominalisations or adjectival participles to their underlying words (cf. section 3.2. for details) and at the same time to derive the base forms of inflected words. We apply the computational two-level morphology Smor (cf. Schmid et al. 2004) on the collocation’s words in order to get detailed morphological analyses of them. Smor is ideal for our needs, as it covers German inflection, derivation and compounding.


(1) anfechtbares



an<VPART>fechten<V>bar<SUFF><+ADJ><Pos><Adv>



an<VPART>fechten<V>bar<SUFF><+ADJ><Pos><Pred>



(2) anzeigt


an<VPART>zeigen<+V><2><Pl<Pres><Ind>



an<VPART>zeigen<+V><3><Sg><Pres><Ind>



(3) Zusatzpatentanmeldung

Zusatz<NN>Patent<NN>an<VPART>melden<V>ung<SUFF><+NN><Fem><Nom><Sg>

Zusatz<NN>Patent<NN>an<VPART>melden<V>ung<SUFF><+NN><Fem><Gen><Sg>

Zusatz<NN>Patent<NN>an<VPART>melden<V>ung<SUFF><+NN><Fem><Akk><Sg>

Zusatz<NN>Patent<NN>an<VPART>melden<V>ung<SUFF><+NN><Fem><Dat><Sg>

Fig.4: Different Smor analyses.
Implemented as a complex finite-state transducer, Smor is fast: it takes only about 63 sec for all 614,200 noun types that occurred in the Grur corpus (on an Opteron Server 4*8214 with 2,2 GHz and 32GB RAM). In Figure 4, the Smor analyses of some example words are shown. The details of Smor’s output format are described in the following:
(1) the adjective “anfechtbar” (<+ADJ>, EN:contestable) occurs here in positive form (<Pos>), i.e. it is neither comparative nor superlative and can be used either in adverbial (<Adv>) or predicative (<Pred>) position. Furthermore, it is derived from the verb “anfechten” (<V>, EN: to contest) by attaching the suffix “-bar” (<SUFF>) to it. The verb “anfechten” itself is a particle verb, where “an-“ (<VPART>) is the particle that can be written separately.
(2) the verb form “anzeigt” (<+V>, EN: to report sth.) is the second person (<2>) plural (<pl>) or third person singular (<3><Sg>), both in present (<Pres>) form of the particle verb “anzeigen”. Its mood is indicative (<Ind>) (not subjunctive).

(3) “Zusatzpatentanmeldung” (EN: additional patent application) is a compound noun (<+NN>), consisting of the three nouns “Zusatz”, “Patent” and “Anmeldung”, where “Anmeldung” is a nominalisation of the verb “anmelden” (EN: to apply). Note that the inherent structure of the compound is ambiguous: it could either be splitted into [Zusatz [Patentanmeldung]] or [[Zusatzpatent] Anmeldung]. Smor is not able to display any such kind of hierachical structure and thus provides a flat, implicitly underspecified analysis.  However, for the task of grouping morphologically related collocations together, their inherent hierarchical structure is negligible, as long as the words are splitted correctly into their component words. The compound noun is of feminine gender (<Fem>) in singular form (<Sg>) and is ambiguous in terms of its case marking (syncretism: <Nom>, <Gen>, <Akk>, <Dat>). 
 3  Methodology

In this section, we take a closer look at the methodology of extracting and grouping collocations. Figure 5 shows a graphical illustration of the whole processing pipeline: we start from the dependency parsed Grur corpus (cf. section 2.3.1 above) from which collocations of different patterns are extracted by applying a series of Perl scripts (cf. section 3.1). For each collocation category (i.e. type of category combinations: verb+object, noun+genitive, etc.), we thereby get a list of collocation candidates. These lists are subsequently  morphologically analysed with Smor (cf. section 2.3.2 above). Finally, the word-inherent structural information provided by Smor is used by several Perl scripts to group inflectional variants of one and the same collocation and also morphologically related collocations together (cf. section 3.2). 
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Fig. 5: Architectural sketch of the procedure.
 3.1  Collocation extraction
The collocation extraction from the Grur corpus takes place right after dependency parsing with Fspar. Our experiment focusses on the extraction (and grouping) of the following collocation patterns (or categories):  
· adjective+noun (ADJ+NN):  “einstweilige Verfügung“ (restraining order),

 



      “unlauterer Wettbewerb“ (unfair competition)
· noun+genitive attribute (NN+G): “Schutz des Eigentums“ (protection of property), 
“Eintragung der Marke“ (registration of trademark)
· verb+object (VV+OBJ): “Patent erteilen” (to issue a patent),
“Klage erheben” (to file a suit)
Additionally, in order to capture all relevant noun compounds in the corpus, we extract all nouns. This is accomplished by simply extracting all words that have the part-of-speech tag (NN) in the third row of the parsing output (cf. Figure 6, e.g. Patente - patents). The morphological analysis will later allow us to identify which of these nouns are in fact compounds and which of them are not.  
The extraction of collocations is slightly more complicated. We implemented a series of Perl scripts that work in the following way (see also Figure 6): First, the third row of the parsing output, containing the part-of-speech information, is scanned for nouns (NN). Then, for each noun found, the dependency relation(s) in the second last row of the output is/are checked: the noun has to be dependent (cf. dashed line in Figure 6) on a full verb (identifiable by its part-of-speech tag “VV.+”). Besides this, the noun must be the direct object of this verb (which is indicated by “NP:8” in the last row of the noun entry in Figure 6). Only if both criteria are fulfilled, a verb+object collocation is found and extracted (in this case: “Patente erteilt”, patents issued). Note that in Figure 6 the noun refers to a verb cluster (9/10/11, “erteilt, worden, sind”). However, we focus on full verbs (having POS-tags starting with “VV”), and thus leave out the auxiliary verbs (tagged with “VA.+”). 

Fig. 6: Fspar output format with illustrated dependency relation.
Similar Perl scripts are implemented and applied for the other collocation categories ADJ+NN and NN+G. This pattern-wise search may prevent the identification of new types of collocations (e.g. noun+indirect object); but this behaviour is intended for collocation grouping, as only a restricted number of patterns are involved in morphological relationships.

After running all of the Perl scripts on the whole 78 million word Grur corpus, we get four lists of the following content:  
· ADJ+NN: 
 5,348,149 token  / 
1,631,079 types

· NN+G:  
 
 2,994,672 token  /    
   967,799 types

· VV+OBJ:  
 3,802,307 token  /  
1,272,942 types

· Compounds:       20,598,120 token  /        614,238 types
Note that we had to extract all nouns in order to capture all noun compounds. A distinction into simplex vs. compound nouns can only be made after the morphological analysis. These nouns are therefore referred to as compound candidates. The collocations  and compound candidates are not lemmatised but taken as they occurr in the corpus. Thus, inflectional variants are counted as different types and the token figures reflect multiple occurrences of types. Lemmatisation is anyway provided by the use of Smor in the collocation grouping step. Figures 7 (a)-(d) contain the heads of the four collocation lists (in terms of types) including the frequencies of occurrence:
	ADJ
	NN
	f

	vorliegenden 

gewerblichen 

gewerblichen 

geschäftlichen 

einstweiligen 
	Fall 

Rechtsschutz 

Rechtsschutzes 

Verkehr 

Verfügung 
	13,196
8,404
6,760

5,911
5,904

	NN
	G
	f

	Stand

Erteilung

Benutzung

Schutz

Eintragung
	Technik

Patents

Marke

Eigentums

Marke
	13,081

4,147

3,863

2,772

2,585


(a) ADJ+NN 




 (b) NN+G
	OBJ
	VV
	f

	Klage 

Patent 

Rolle 

Voraussetzungen 

Auffassung 
	abgewiesen
erteilt
spielt
erfüllt 

vertreten
	3,522
2,138
2,086
2,050

1,932

	NN
	f

	Recht

Entscheidung

Frage

Fall

Marke
	97,305

94,780

94,062

82,870

80,109


 (c) VV+OBJ



        (d) Compound candidates
Fig. 7: Extracts of collocation lists.
 3.2  Collocation grouping
The collocations are grouped according to two different criteria: on the one hand, inflectional variants of one and the same collocation are listed under the collocations’ base form (lemma). On the other hand, collocations of different categories are grouped together. Both groupings happen simultaneously in the implementation (see details below). 

Before collocations can be grouped, they need to be morphologically processed: starting from the collocation lists (as given in Figure 7 (a)-(d) above), we compile a word list containing all single words of all collocations (including the compound noun candidates) once. Only this list is then morphologically analysed with Smor. Afterwards, the morphological analyses of the words are mapped back to those collocations the words originally were a part of. This is done using a simple Perl script based on string matching. Now, each of the four collocation lists (cf. Figure 7 (a)-(d) above) contains not only the collocations as they occurred in the text and their frequency of occurrence, but also the collocations’ morphological analyses. The head of the VV+OBJ list (cf. Figure 7 (b) above), enriched with morpholocial analyses is  repeated in Figure 8 below.
	OBJ
	VV
	f

	Klage

Klage<+NN><Fem><Nom><Sg>

Klage<+NN><Fem><Gen><Sg>

Klage<+NN><Fem><Acc><Sg>

Klage<+NN><Fem><Dat><Sg>        
	abgewiesen

ab<VPART>weisen<V><PPast><SUFF><+ADJ><Pos><Pred>

ab<VPART>weisen<V><PPast><SUFF><+ADJ><Pos><Adv>

ab<VPART>weisen<+V><PPast>


	3,522

	Patent

Patent<+NN><Neut><Nom><Sg>

Patent<+NN><Neut><Acc><Sg>

Patent<+NN><Neut><Dat><Sg>
	erteilt

erteilen<V><PPast><SUFF><+ADJ><Pos><Pred>

erteilen<V><PPast><SUFF><+ADJ><Pos><Adv>

erteilen<+V><2><Pl><Pres><Ind>

erteilen<+V><3><Sg><Pres><Ind>

erteilen<+V><Imp><Pl>

erteilen<+V><PPast>
	2,138

	Rolle

Rolle<+NN><Fem><Nom><Sg>

Rolle<+NN><Fem><Gen><Sg>

Rolle<+NN><Fem><Acc><Sg>

Rolle<+NN><Fem><Dat><Sg>
	spielt

spielen<+V><2><Pl><Pres><Ind>

spielen<+V><3><Sg><Pres><Ind>

spielen<+V><Imp><Pl>
	2,086


Fig.8: Extract of the VV+OBJ list including morphological analyses.
For the grouping of collocations with regard to different categories (e.g. ADJ+NN and VV+OBJ),  we take the VV+OBJ collocations as a basis (or index). Usually, verbs cannot be further reduced to words of different part of speech categories: a verb rarely contains a noun and almost never an adjective. In contrast, nouns or adjectives of the remaining three collocation patterns, namely ADJ+NN, NN+G and NN compounds can eventually, e.g. in case of nominalisations or participles, be reduced to a verb+noun (and thus VV+OBJ) collocation. Such VV+OBJ collocations used as “index” for further collocations belonging to different categories, are henceforth called “root collocations”. An illustration of the root collocation concept is given in Figure 9 for the example “Klage abweisen” (to dismiss a charge). In this figure, the respective root collocations are indicated in red. Obviously, the morphological analysis of the collocations belonging to different categories exhibits their root collocations and thereby enables their automatic grouping. 
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Klage< {NN><Fern><Norm><Sg>
Klage< {NN><Bem><Ger-<Sg>
Klage< {NN><Fem><Al<Sg>
Klage< {NN><Fem><Dat><Sg>

3b<YPART> weisen<+ V><1><Pl><Pres><Subj
3b<YPART> weisen <+ Y ><1><Fl><Pres><Ind>
3b<YPART> weisen<+ Y ><3><Pl><Pres><Subj
3b<YPART> weisen <+ Y ><3><Fl><Pres><Ind>
3b<YPART> weisen<+Vo<Irf>

Compounds
Klageabweisung

Klage<NN>ab<VPART> weiser< Y >ung <§ UFE> <+ NN><Fem><Nom><Sg>|
‘Klage<NN>ab<VPART> weiser< Y >ung <§ UFE><+ NN><Fern>< Gen><Sg>
Klage<NN>ab<VPART> weisen< Y >ung <§ UFE> <+ NN><Fem>< All><Sg>
Klage<NN>ab<VPART> weiser< Y >ung <§ UFE><+ NN><Fem><Dat><Sg>

Noun+Genitive Noun
Abweisung der Klage

‘3b<YPART> weisen<V>ung <S UFE> <+NN> <Fem><Nom><Sg:
‘3b<YPART> weisen<V>ung <S UFE> <+NN> <Bem><Gen><S g>
‘3b<YPART> weisen<V>ung<S UFE> <+NN> <Fem»><Acc><Sg>
‘3b<YPART> weisen<V>ung <S UFE> <+NN> <Fem><Dat><Sg>

Klage< {NN><Fern><Norm><Sg>
Klage< {NN><Bem><Ger<Sg>
Klage< {NN><Fem><Al><Sg>
Klage< {NN><Fem><Dat><Sg>

‘Adjective+Noun
abgewiesene Klage

3b<VPART> weisen<V ><PPast><SUFE><+AD ><Fos><Masc><Nor><Sg>|
‘3b<VPART> weisen <V ><PPast><SUFE><+ADI><Foz><Neut><Norm><Sg>
3b<VPART> weisen<V ><PPast><SUFF><-+ADI><Poz><Nent><Acc><Sg>
3b<YPART> weisen<V><PPast><SUFE><+ADI><Pos><Fern><Norm><Sg>
‘3b<VPART> weisen <V ><PPast><SUFF><+ADI><Poz><Fern>< Acc> <Sg

Klage< {NN><Fern><Norm><Sg>
Klage< {NN><Bem><Gerr<Sg>
Klage< {NN><Fem><Alk><Sg>
Klage<+NN><Fem><Dat><Sg>





Fig.9: Different morphological realisations of the same collocation.
The grouping process itself is implemented as follows: a Perl script reads in the list of VV+OBJ collocations including their analyses, cf. Figure 8 above. This list is first scanned for root collocations. These root collocations, consisting of a noun and a verb, are taken as index for both the grouping of inflectional variants and the grouping across categories. The inflectional variants of the VV+OBJ collocations are instantly summarised under their respective root collocation during the scanning process. This is accomplished using hashing structures. 
Then, the Perl script reads in the remaining lists of collocations (ADJ+NN, NN+G and NN compound candidates) one by one, scanning their morphological analyses in order to find “root collocations” that match any of the previously read-in VV+OBJ root collocations. If found, the collocations are added to the VV+OBJ entry. This step is repeated until all lists are worked through. 
 4  Results
Once the morphological grouping is completed, the four different collocation lists (ADJ+NN, NN+G, VV+OBJ and compounds) are compiled into one list containing all collocation groups (e.g. “Klage einreichen” with its different realisations cf. Figure 9 above). As mentioned earlier, the VV+OBJ collocations are used as a starting point for grouping and at the same time they serve as index for the collocation groups. Our list thus lacks collocation groups that belong to any two of the three remaining categories (i.e. ADJ+NN, NN+G or compounds) but never occur as VV+OBJ. 

Schutz<NN>Recht zu<VPART>ordnen (14)

--------------------------------------
VV+OBJ (4) 
  Schutzrecht     zuordnet        2

  Schutzrechte    zuzuordnen      1

  Schutzrechte    zugeordnet      1
ADJ+NN (2)

  zugeordneten    Schutzrechten   1

  zuzuordnendes   Schutzrecht     1
NN+G (5)

  Zuordnung       Schutzrechte    5

Compounds (3)
  Schutzrechtszuordnung   2

  Schutzrechtszuordnungen 
Fig.10: Extract of the compiled result list.
In total, the result list contains 413,224 different collocation groups. An extract of the list, namely the entry of the collocation group “Schutz<NN>Recht zu<VPART>ordnen” (to assign property right to s.o./s.th.) is given in Figure 10. All categories and inflectional variants taken together, this collocation occurred 14 times in Grur (indicated in the head line), of which 4 times as VV+OBJ, 2 times as an ADJ+NN combination, 5 times as NN+G and 3 times as compound – each of which in different inflectional variants.

The results are described in more detail from a quantitative perspective in section 4.1. while in section 4.2, we discuss the results against the background of  lexicography.

 4.1  Quantitative Evaluation

Not all collocation groups show all possible morphological realisations (or collocation categories); often, there are one or two realisations missing. In this section, we address the question whether there are significant preferences in such collocation group constellations. 

Starting from VV+OBJ collocations, we determined the frequencies of all eight possible collocation group constellations (see also Figure 11). It turned out that most of the 413,224 collocation groups – namely 309,518 – exclusively showed up as VV+OBJ. These collocations never occured as ADJ+NN, NN+G or compound at all. As for the remaining seven constellations, three of them were of considerable size: VV+OBJ & ADJ+NN (50,706), VV+OBJ & NN+G (30,146) and VV+OBJ & ADJ+NN & NN+G (20,782). 
This result is not surprising: we start from transitive verbs and their direct objects; such verbs can easily be passivised and their participles be used attributively (ADJ+NN); many of them have nominalisations (e.g. in “-ung”), which are heavily used in juridical nominal style.
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Fig.11: Quantitative analysis of morphological grouping.
Finally, from the four constellations left, the one whose collocation groups occured in all of the categories, is the most prominent one: 984 collocation groups as opposed to 492, 397 and 199. In the following, we will have a closer look at this constellation. 
We would like to investigate if collocation groups that occur in all categories show any preferences for a particular category or if the categories are rather evenly distributed (cf. Figure 12). In order to get reliable information about their distributions, only those collocation groups having a frequency of at least 50 are used for the experiment. This is the case for 414 of the 984 collocation groups. Only collocation groups that showed at least 50% preference for one of their four categories were counted, leading to the following results in terms of preferences: 

· VV+OBJ: 
49

· ADJ+NN: 
56

· NN+G: 
         102

· Compounds: 
70
Fig. 12: Category distribution.
This shows, that NN+G are highly prefered. This may again be due to nominal style and to terminologisation of the noun+noun groups. Furthermore, the results show that 277 of the 414 collocation groups (corresponding to 67%) in fact have a clear preference for one of their collocation categories. 
 4.2  Relevance for Lexicography
Our experiments so far have shown that, if morphologically related collocation patterns are significant in the juridical texts analysed, the four types considered are not evenly distributed. Examples of such situations are given in Figure 13: “Patent+anmelden” overwhelmingly shows up as the compound “Patentanmeldung” (which is a term itself and thus a basis for new collocations); the root collocation “Gesetz+auslegen” shows up as compound and as noun+noun collocation. With “Marke+registrieren”, most occurrences come as adjective+noun groups: “registrierte Marke” (cf. registered trademark), and the hypothetical compound “#Markenregistrierung” is not found, even though the noun+noun collocation accounts for roughly one quarter of all occurrences. The distribution of patterns seems to strongly interact with (rather idiosyncratic) tendencies for terminologisation. The same is also shown by “Erfindung+anmelden”. 
Besides the preferred forms, the other elements of the collocation set can nevertheless be found. The question for terminography is then how to deal with the situation: only mention preferred forms (“Patentanmeldung”, “registrierte Marke”, “angemeldete Erfindung”) ? How to deal with variants of roughly equal distribution (“Gesetzesauslegung”, “Auslegung+Gesetzes”; “Erfindung +anmelden”, “Anmeldung+Erfindung”) ?
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(patent+apply)
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(law+interpret)
	Marke+registrieren
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	Erfindung+anmelden
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Fig.13: Examples of uneven category distributions.
The only juridical dictionary we are aware of that addresses a related issue, namely term variants, is [Ralli et al. 2007]. The authors opt for multiple entries in the printed and in the electronic version. With the data produced by our tools, we could provide lexicographic decision support for this strategy: likely a threshold would be applied, and only those collocation types would be entered into the dictionary’s macrostructure that make up for at least, say, 5% of the overall amount of occurrences.
But the data allows us to do more: namely to create indications about preferences; for example, s.v.“Patentanmeldung”, one could indicate that “Patent+anmelden”, “Anmeldung des Patents” and “angemeldetes Patent” are marginal (note that the collocation is more often of the V+PP type: “zum/als Patent anmelden”). Similarly, “see-also”-references can be generated.
In an electronic dictionary, linked entries for all existing collocation types would be created, with explicit marks of preference. If someone enters the dictionary with “Marke+registrieren”, the link could point to “Registrierung+Marke” as a more frequent way of expressing the event; thereby, the dictionary would greatly support writers of juridical texts. Going even one step further, we could imagine to have warnings against hypothetical compounds that are either not or only rarely used: contrary to “Patentanmeldung”, “#Erfindungsanmeldung” is not found in our IPR language texts. If someone checked the dictionary for “#Erfindungsanmeldung”, he/she should be directly referred to “Anmeldung+Erfindung” or “Erfindung+anmelden”, which are typical of the specialised discourse of IPR and trademark law. Again, such links could easily be created, turning the dictionary into a formulation support tool.
 5  Conclusion and Future Work
In this paper, we have shown how collocation candidate extraction from corpora can be combined with morphological analysis of the collocation components, to arrive at a grouping of morphologically related collocation candidates. We discussed our tools (dependency parsing, morphological analysis, scripts for comparing and grouping output) and our first results obtained on a corpus of juridical expert-to-expert communication, from the field of IPR and trademark law.

Taking up the questions from section 1, we can state the following:
· the different collocation types (VV+OBJ, ADJ+NN, NN+G, compounds) are unevenly distributed; mostly, the compounds (and also many participial adjective+noun groups) are lexicalised as terms; verb+object collocations and their nominalisations (in the form of noun+genitive groups) are more easily interchangeable according to context conditions;

· the four types of collocations show considerable differences in frequency, and for most verb+object collocations, no morphological variants have been found (cf. Figure 11 above); nonetheless, around 25% of all analysed verb+object collocations do have at least one morphologically related collocation;

· an analysis of the cases with all four variants shows that nominalisations are prominent, likely due to terminologisation and to the preference, in juridical language, for nominal style;
· from the applied perspective of lexicography or terminography, the above results speak in favour of mapping the preferences we find in the data onto a preference-guided presentation scheme: main entries for prominent collocations, and short reference entries pointing to the preferred form: this could be a way of dealing with the data in a printed dictionary. In an electronic dictionary, all variants with a frequency beyond a certain threshold should be directly searchable (for reception purposes). In addition, links from less frequent to more frequent collocations, or in the “extreme” case even from possible but rare or unused collocations to preferred ones could be inserted.

· for the IPR field, our data allows us to generate such relationships between entries automatically.
But the data not only serve as a basis for lexicography. We foresee further uses which we intend to investigate in the near future. The data will allow us to analyse in more detail the degree to which the morphologically related collocations are really context-determined variants; many of the tuples analysed show clear preferences: this speaks for a relatively high degree of lexicalisation as terms; the exact proportions of terms vs. variation needs to be explored yet. Similarly, it may be possible to identify the term status by looking at more context, by constrasting term contexts and “free” variation contexts.
Furthermore, we see a potential in the data, for statistical machine translation, i.e. for (multi)-word alignment. As noted above, the more data can be used, the better statistical data can be obtained (less data sparseness). We intend to apply our tools to aligned parallel texts, and to check to which extent the alignment quality of multiwords can be improved, if instead of forms of the (four) single collocations, the root collocation is used (as a sort of “interlingual” equivalent). All morphologically related collocations of L1 and all of the equivalent root collocation of L2 would be mapped to the respective root collocations, before word alignment is learned. As this would again reduce sparseness and increase the probability mass of individual collocation components, an overall improvement of the alignment may be expected, similar to the effect of lemmatisation or stemming. 

Finally, as similar phenomena also occur in general language, the approach may also be transferred to general language collocations, and to more patterns of collocations.

 6  Notes
1 http://multiword.sourceforge.net/proceedings_MWE09.pdf 
2 http://www.aclweb.org/anthology-new/W/W07/W07-11.pdf 
3 http://www.ims.uni-stuttgart.de/projekte/corplex/TagSets/stts-table.html
 7  References

Bartsch, S. (2004). ”Structural and functional properties of collocations in English“. In: A corpus study of lexical and pragmatic constraints on lexical co-occurrence. Tübingen: Gunther Narr Verlag.
Caro Cedillo, A. (2004). ”Fachsprachliche Kollokationen”. Tübingen: Gunther Narr Verlag.

Fritzinger, F. (2008). ”Extracting Multiword Expressions from Parallel Text“. Diplomarbeit. Universität Stuttgart.
Granger, S., F. Meunier, (eds.) (2008). ”Phraseology – an interdisciplinary perspective“. Amsterdam/Philadelphia: John Benjamins Publishing. 

Heid, U., F. Fritzinger, S. Hauptmann, J. Weidenkaff and M. Weller (2008). “Providing corpus data for a dictionary for German juridical phraseology”. In A. Storrer, A. Geyken, A. Siebert and K-M Würtzner (eds.) Text Resouces and Lexical Knowledge. Berlin: Walter de Gruyter, 131-144.

Ivanova, K., U. Heid, S. Schulte im Walde, A. Kilgarriff, J. Pomikálek (2008). “Evaluating a German sketch grammar: a case study on noun phrase case“. In Proceedings of VIth international conference on Language Resources and Evaluation LREC, 2008, Marrakesh, Morocco. CD-ROM.
Jacquemin, Ch. (1997). “Variation terminologique: Reconnaissance et acquisition automatiques de termes et de leurs variantes en corpus”. Professorial thesis. Université de Nantes.

Mellando Blanco, C. (ed.) (2009). “Theorie und Praxis der idiomatischen Wörterbücher”. Lexicographica. Series Maior. Tübingen: Max Niemeyer Verlag.
Ralli N., I. Stanizzi, T. Wissik (2007). „Dizionario terminologico dell’instruzione superiore Austria-Italia (Italiano-Tedesco) – Terminologisches Wörterbuch zum Hochschulwesen Italien-Österreich (Deutsch-Italienisch). Bolzano/Bozen: European Academy.
Schiehlen, M. (2003). “A cascaded finite-state parser for German”. In Proceedings of the 10th conference of the European chapter of the Association for Computational Linguistics, EACL 2003, Budapest, Hungary, 163-166.
Schmid, H., A. Fitschen and U. Heid (2004). “SMOR: A German computational morphology covering derivation, composition and inflection” In Proceedings of the IVth international conference on Language Resources and Evaluation, LREC 2004, Lisbon, Portugal, 1263-1266.

Seretan, V. (2008). “Collocation extraction based on syntactic parsing.” Ph.D. thesis. University of Geneva.






9/10/11





Wenn





erteilt worden sind





Patente		   in





 die		Staaten





	den	zwei	Person





			derselben





0	Wenn		KOUS		wenn		|		16/14		ADJ


1	die		ART		d		|		2		SPEC


2	Patente	NN		Patent		Akk:F:Pl	9/10/11	NP:8


3	in		APPR		in		Dat		9/10/11	ADJ


4	den		ART		d		|		6		SPEC


5	zwei		CARD		2		|		6		ADJ


6	Staaten	NN		Staat		Dat:M:Pl	3		PCMP


7	derselben	PDAT		dselb		|		8		SPEC


8	Person		NN		Person		Gen:F:Sg	6		GR


9	erteilt	VVPP		erteilenP	PPart		9/10/11	RK


10	worden		VAPP		werdenP	PPart		9/10/11	RK


11	sind		VAFIN		seinP		3:Pl:Pres:Ind	0		PCMP
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