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Abstract


The paper briefly overviews written and spoken synchronic corpora of Czech available within the framework of the Czech National Corpus (CNC) and it introduces a new 700-million newspaper corpus SYN2009PUB that is currently being prepared. Data processing, cleanup and markup procedures in the CNC are described in this context, as well as the corpus updating policy, that can be characterized as traditional, especially in contrast with the web-crawled corpora. Finally, the SYN concept is described as a traditional response, a regularly updated unification of synchronic written corpora of Czech consistently re-processed with state-of-the-art versions of available tools. After inclusion of the SYN2009PUB, the size of the SYN corpus will reach 1.2 billion words.
1 Introduction


One of the aims of the Czech National Corpus (CNC) is continuous mapping of contemporary language. This effort results mainly in compilation, maintenance and providing access to a range of various synchronic corpora, including written, spoken and parallel corpora (http://ucnk.ff.cuni.cz/english/struktura.php). The CNC also provides other researchers with technical support and offers processing of their own corpora that can be hosted on the CNC servers and made available to the CNC users using the Manatee / Bonito system (Rychlý 2000). This paper concentrates on written and spoken synchronic corpora compiled by the CNC, i.e. parallel or diachronic corpora are not mentioned, as well as hosted corpora of any kind.


Table 1 overviews the synchronic written corpora: SYN2000, SYN2005 and SYN2006PUB. The prefix SYN indicates their synchronic nature and is followed by the year of publication. SYN2000 and SYN2005 are balanced 100-million corpora that cover two consecutive time periods. They were compiled from a large variety of written text domains with emphasis on variability of sources, their composition corresponds to the language reception studies (Králík and Šulc 2005). SYN2006PUB is unbalanced 300-million newspaper corpus aimed at users that require large data. All corpus sizes in this paper are given in words proper, which means that only tokens that contain at least one alphabetical character are counted as words, i.e. numbers and punctuation are excluded. All the SYN-series corpora are lemmatised and morphologically tagged, most recently using a disambiguation that combines stochastic and rule-based methods (Hajič 2004, Spoustová et al. 2007).

	
	size (# of words)
	lemmatisation & tagging
	

	SYN2000
	   100 mil.
	YES
	balanced corpus, most of the texts from 1990 - 1999

	SYN2005
	   100 mil.
	YES
	balanced corpus, most of the texts from 2000 - 2004

	SYN2006PUB
	   300 mil.
	YES
	newspapers and magazines from 1990 - 2004


Table 1. Currently available synchronic written corpora


The synchronic spoken corpora compiled by the CNC are given in Table 2. Similarly, the prefix ORAL indicates their oral nature and is followed by the year of publication. The recordings were made in the whole of Bohemia in 2002 - 2007 in strictly informal situations (private environment, physical presence of speakers, unscripted speech, dialogical character, topic not given in advance) in order to record only authentic spoken language (Waclawičová 2007). Furthermore, ORAL2008 is balanced in the main sociolinguistic categories of participating speakers: gender, age group, education and region of childhood residence (Waclawičová et al. 2009). It should be noted that Czech language situation is specific and it is sometimes described as close to diglossia (Čermák 1997). Apart from common differences between the written and the spoken present in every language, there are also substantial morphological differences between spoken Czech and its written standard including case endings etc. Because the existing tools were designed primarily for processing written language, they need to be adapted to spoken data, and this is why spoken corpora are not lemmatised and morphologically tagged yet.

	
	size (# of words)
	lemmatisation & tagging
	

	ORAL2006
	1 mil.
	NO
	corpus of informal spoken Czech

	ORAL2008
	1 mil.
	NO
	corpus of informal spoken Czech, sociolinguistically balanced


Table 2. Currently available synchronic spoken corpora
2 SYN2009PUB


Corpus SYN2009PUB sized 700 million words proper is currently under preparation, it is planned to be published by the end of 2009. It will be a sequel to SYN2006PUB in many respects, mainly that it will be a large, unbalanced corpus consisting solely of newspapers and magazines. The following two figures are not final yet as the exact composition of SYN2009PUB is currently being settled, but the final numbers will be very close. Figure 1 shows the composition in terms of the year of publication. The peak at 2004 is accidental, it was naturally not aimed to over-represent any particular year, and it is given by the amount of the data available.
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Figure 1. SYN2009PUB: publication year composition in %


SYN2009PUB will comprise about 70 titles, Figure 2 shows those with more than 0.5% share on the overall size. The major part will consist of the most influential national press and tabloids (Mladá fronta DNES, Právo, Hospodářské noviny, Lidové noviny, Blesk). Apart from them, popular non-specialized magazines (Reflex, Týden, Respekt) and internet periodicals (Britské listy) are also included.
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Figure 2. SYN2009PUB: title composition in %

Regional newspapers are represented mostly by tens of the most widespread titles published by Vltava-Labe-Press. They are subsumed under Deníky Bohemia and Deníky Moravia because the individual titles differ only in a relatively small part concerning the particular region. Since the other parts of the newspapers are typically shared among the individual titles, they are considered as duplicates and not included into the corpus. Apart from Vltava-Labe-Press, there are also more than 40 small independent local newspapers included into SYN2009PUB, the largest of them being Regionální noviny Boskovicka with 0.22% share. This shows that special effort was made to cover a large variety of different sources even for unbalanced newspaper corpus like SYN2009PUB.
3 Towards the SYN concept


This section explains the background and discusses the motivation for the SYN concept, as well as some more general issues concerning the national corpus architecture. It briefly outlines data processing of written synchronic corpora in the CNC and describes also current CNC corpus updating policy. Because they are both rather traditional, their advantages and disadvantages are compared with the web-crawled corpora. Finally, the SYN is described as an attempt to draw together the advantages of both approaches.

3.1 Processing of written synchronic corpora in the CNC

All the texts are included into the SYN-series corpora on the basis of a written agreement between the CNC and the publisher. In most of the cases, they are also provided directly by the publisher in a complete set and overall better quality that might have been possible to obtain for instance by crawling the publisher's web pages. Subsequent processing begins with format conversion into the standardised intermediate format and publisher-specific treatment that includes also tailor-made boilerplate removal (if necessary). This part of the processing needs to be supervised by a human who selects the appropriate set of scripts, sets the thresholds and decides about possible adaptation of the individual programs.


This is followed by fully automatic detection and cleanup applied on paragraph level that concerns foreign languages, duplicate documents and parts of mostly non-textual character (tables, lists, numbers). It should be stressed that the texts are not corrected in any way, the whole paragraph is either left intact or deleted as a whole. The only exception to this general rule is paragraph-internal intervention in cases where the writer's intention was undoubtedly different from what can be found in the text, the most common examples being obvious typos or hyphenation errors that often result from incorrect typesetting.


After the plain texts themselves are ready, manual metadata annotation (addition of bibliographic information and domain categorisation) takes place. It is combined with human overview of a text with possibility of manual corrections. Finally, the texts are processed by fully automatic tokenization, segmentation (sentence boundary detection), morphological analysis and disambiguation.


The written data processing outlined in this subsection combines fully automatic steps with human-supervised and even manual ones. It can be characterized as traditional, especially when compared with the web-crawled corpora. Its main virtue is knowing exactly what kind of data is being processed with possible feedback to the data acquisition and, mainly, keeping high quality standard of the data that is not compromised despite their growing amount.

3.2 Traditional versus web-crawled corpora

Corpus building is much easier nowadays when more and more texts become available in electronic form. Specifically, it is enormous growth of the web that brings a lot of new possibilities of how to use the on-line data or to create new corpora almost instantly. Building a language corpus automatically by web crawling has indeed many advantages (Baroni et al. 2006 and 2009, Sharoff 2006 etc.), mainly that even very large web-crawled corpora are relatively easy to obtain. Furthermore, their downloading and all subsequent processing is easily customisable. Although this process has considerable hardware requirements and it is time-consuming in case of large crawls, it is still much easier, faster and cheaper than traditional corpus building that may take years and involve many people. The web-crawled corpora also reflect language changes more promptly than traditional corpora.


On the other hand, there are a number of limitations of such an approach that show there is a trade-off. First, it is the detail of metadata annotation (information about the text, its author, year of publication etc.) in the web-crawled corpora. The URL usually does not say very much (if anything at all) and automatic domain categorisation is not as reliable as manual one that is even not at all laborious in case of periodicals. Second, post-crawl processing and cleanup of the unorganised data is usually done fully automatically and uniformly for the whole corpus, which lowers the processing accuracy when compared with combined, human-supervised methods.


Last but not least, there are usually substantial differences in composition between the traditional and web-crawled corpora: while the web-crawled corpora often contain large proportion of internet genres like blogs, they tend to under-represent classical genres like fiction just because they are not present in comparable amount on the web. The overall different nature of the web data (sometimes combined with insufficient post-processing) can also cause poor performance of already established NLP tools. This is not to say that traditional corpora are better in this respect, their composition is just typically different. The claim is that this difference is considerable and that suitability of a given corpus for each particular task must be taken into account. Generally speaking, corpus composition is indeed a key issue whose influence on any corpus-based results is often underestimated if not neglected. For instance, the most frequent (according to Čermák and Křen 2004) Czech preposition v (meaning "in") can certainly be expected to have more or less even distribution across all written text domains. However, it was reported that its relative frequency in fiction is about a half of its relative frequency in newspapers or professional literature (Křen and Hlaváčová 2008). This means that significant differences of its relative frequency can be caused merely by the amount of fiction included into the base corpus. Despite the fact that corpus balancing is always a delicate task with often questionable results and that a corpus can be balanced only with respect to one particular purpose, it does matter what data are inside the corpus. In other words, one needs to know what language variety to sample and in what proportions, because pure quantity cannot be expected to solve corpus composition problems.


There is no doubt that web-crawled corpora are a very good option for creating specialised and / or very large corpora and that they open corpus-building possibilities to wider community. However, the CNC position is that national research infrastructure and public service provider needs 'respectable' data. This means cleared copyright issues, well-defined composition, high quality of the text processing and reliability of the markup. Within this framework, web crawling can remain only a supplementary source of data rather than prevailing mode of corpus building.

3.3 CNC corpus updating policy

The CNC guarantees that all corpora are invariable entities once published, which ensures that identical queries always give identical results. This principle was adopted when the first corpus was published in 2000 with the aim to provide users with a source of data they can reliably refer to and to encourage use of corpora in general. Although this idea has undoubtedly its strong points, it has turned into a real burden over time, as it has also consequences whose seriousness was not foreseen.


Naturally, each SYN-series corpus is processed with the best tools available at the time it was published. As a result of inevitable improvement of these tools, SYN2000, SYN2005 and SYN2006PUB ended up processed with their different versions. The differences concern basically every tool involved, from enhanced methods of text cleanup and using different tokenizer (cf. červeno - černý as three tokens in SYN2000 vs. červeno-černý as one token in SYN2005 and SYN2006PUB) to morphological analysis and disambiguation (many newly recognised word forms and spelling variants, significantly improved disambiguation or modified concept in case of some language phenomena to mention only the most important issues).


The processing differences among the corpora became gradually more and more significant and they had serious practical consequences caused by incomparability of the corpora and basically any data based on them. The CNC could not offer their users possibility to search all the SYN-series corpora together because the users would be likely to get problematic results leading to possible misinterpretations of the data. The balanced corpora SYN2000 and SYN2005 that might have been suitable resources for monitoring language change, could not be used for this purpose without re-processing which is something a regular user cannot do (Křen 2006). Apart from the processing issues, updates and corrections of the metadata annotation as well as the texts themselves proved to be necessary, and although they may have already been made in the source data, this could not be reflected in the published corpora.


Furthermore, all the SYN-series corpora are disjoint, i.e. any document can be included only into one corpus. In conjunction with the corpus invariability principle, this leads to paradoxical situation where a text included into an older corpus (e.g. SYN2000) can be neither corrected or re-processed within the same corpus, nor included into any newer one. As a result, offering just a set of static and invariable corpora became untenable and a more dynamic policy had to be sought.

3.4 SYN concept


As a starting point, it was decided to leave all existing corpora unchanged while reflecting their internal updates and corrections in an additional corpus or corpora. One possible solution would be to publish all the updates regularly as corpus versions and to keep several versions of every single corpus accessible online (e.g. SYN2000 as of 2009, SYN2000 as of 2010 etc.). However, this was found too complicated and not really needed, as corpus users require either invariability of corpora or (more often) their state-of-the-art processing regardless of any previous versions.


Therefore, the adopted solution is to re-process existing SYN-series corpora (that have already been internally updated and corrected) with the newest versions of available tools (tokenization, morphological analysis, disambiguation etc.). The same procedure and the same tools will be applied also on the new corpus SYN2009PUB. Since all the SYN-series corpora are disjoint, their re-processed versions will be unified into one super-corpus called SYN and sized 1 200 million words. After that, super-corpus SYN will be introduced as an addition to the list of the regular corpora whose original versions will remain unchanged. Hence, SYN can be viewed as an updated and uniformly processed 'wrapper' of the regular SYN-series corpora. Unlike them, the SYN corpus will not be invariable, it will be updated when needed (once a year at the most) and it will grow to incorporate new corpora in the future. It will also be easily possible to create subcorpora of SYN whose composition exactly corresponds to the original corpora, so that users will have possibility for instance to work with the newest version of their favourite older balanced corpus.


The set of corpora that should be available by the end of 2009 is shown in Table 3. Admittedly, the newest data will be two years old and this is a shortcoming that certainly needs to be improved. The data acquisition and processing speed is a matter of priorities and it will be increased in the future.

	
	size (# of words)
	lemmatisation & tagging
	

	SYN2000
	   100 mil.
	YES
	balanced corpus, most of the texts from 1990 - 1999

	SYN2005
	   100 mil.
	YES
	balanced corpus, most of the texts from 2000 - 2004

	SYN2006PUB
	   300 mil.
	YES
	newspapers and magazines from 1990 - 2004

	SYN2009PUB
	   700 mil.
	YES
	newspapers and magazines from 1995 - 2007

	SYN
	1 200 mil.
	YES
	unbalanced unification of re-processed SYN-series corpora


Table 3. Synchronic written corpora available in the near future


In addition to the written SYN-series corpora, similar unifying concept as SYN will be applied also to spoken corpora and a new super-corpus ORAL will thus be introduced (cf. Table 4). Apart from reflecting minor corrections of the original transcriptions, it will be lemmatised and morphologically tagged with improved coverage of spoken word forms. Although the accuracy is not expected to be as high as in the case of written corpora, ORAL allows for reflection of any future enhancements.

	
	size (# of words)
	lemmatisation & tagging
	

	ORAL2006
	1 mil.
	NO
	corpus of informal spoken Czech

	ORAL2008
	1 mil.
	NO
	corpus of informal spoken Czech, sociolinguistically balanced

	ORAL
	2 mil.
	YES
	unbalanced unification of re-processed ORAL-series corpora


Table 4. Synchronic spoken corpora available in the near future

4 Conclusion


SYN and ORAL were introduced as regularly updated unifications of the corresponding corpora into one super-corpus where the original texts are consistently re-processed with state-of-the-art versions of available tools. They are designed to function as an addition to the original corpora and to cater for various user needs, whether balanced or large corpora, invariability or regular updates. They can be seen also as a step towards the web-based approach showing that traditional corpora with high-quality data processing and reliable metadata annotation can be made reasonably large and fairly dynamic at the same time.
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