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Abstract:
Machine Translation applications have achieved significant results for specialised discourse (cf. Wilks, 2009). The conjunction of web-based resources and hybrid systems seems to render some note-worthy advances. In addition, a novel technique outlines a context approach MT that may be coming into its own (cf. Carbonell et al., 2006). This context-based method focuses on the management of a massive target corpus alone (i.e., processes the translated data from a bilingual dictionary in context). Our own project applies these techniques to the translation of English to Spanish, and attempts to manage and decode n-grams from the source text to the Spanish corpus, via their integration in databases. The process requires as much context (text) as possible and may be partially tested by working with a small specific corpus. The n-gram classification should enable the step called ‘flooding’ for the scoring of the best translation options.
1. 
Introduction

MT (Machine Translation) may be sometimes viewed as MAHT (Machine-aided Human Translation) in the ongoing development of web-based resources aiding human translators. These professionals may have to use in one way or another the tools to satisfy their needs, usually related to the nature of the source text: genre, text type, field of knowledge, topic, etc. (Sin-wai, 2004: 78). Wilks (2009) claims that MT has especially delivered good products in conjunction with web-based resources, such as on-line dictionaries, thesauri, and word processors. He also states the importance of specialised discourse MT, like weather forecasts, or economics reports, greatly improved over the past decade (Wilks, 2009: 11-12). However, he does not mention any highly significant achievement in general language MT, while he flatly admits that no single method has been able to produce high quality translation—words that partially echo those of Kay (1997) a decade earlier—.

Wilks (2009) does not list among the MT approaches one theory relying on context from target corpora alone: CBMT (Context-based Machine Translation). Albeit still absent in the MT literature, the CBMT authors / researchers (Carbonell et al., 2006) have been working extensively on the system architecture over the past five years. This method does not require the use of parallel corpora or grammatical rules, an advantage purposefully advertised by Carbonell et al. (2006) as the one chief attribute that may make the system work with any language. CBMT, as long as it includes the appropriate linguistic resources to be managed, would chielfy work with text information. 

Abit et al. (2002) describe that a large amount of linguistic chunks, transferred to the massive target corpus in the form of inter-connected n-grams, constitute the fibre of the system. Such features in the so-called EliMT prototype (after the system’s inventor, Eli Abir, in their inital discussion of CBMT) involve infinite numbers of sentences, but “a finite number of discreet ideas” (Abir et al., 2002: 216). This limited amount of information would be linguistic and in the form of n-gram pairs regarded as “pieces of DNA” (Abir et al., 2002: 217). Then, a crucial process of connecting these DNA blocks would enable the weaving and inter-locking of sentences along the translated text.

Experimental work in CBMT has been compared with other MT resources after Jaime Carbonell undertook the project in 2003. Carbonell et al. (2006) find that the compilation and indexation of a massive corpus (between 50 GB and 1 TeraByte of electronic text) is one chief requirement for the method to work. Anoher key feature would be a fully inflected bilingual dictionary for the source and target languages. With such resources and the aid of an optional smaller source language corpus for synonym finding implementations, Carbonell et al. (2006) seem to succeed in implementing the CBMT approach from Spanish to English, achieving high scores in the BLEU (Bilingual Evaluation under Study) scale for MT. In both the non-blind and blind tests, their CBMT tool (called “MM” for “Meaningful Machines”) outperforms other MT systems based on rules and statistics (e.g., Systran). The different blind tests demonstrate that the bigger the target corpus becomes in MM, the higher the scores reached in the translated output.

In this paper, our own research project deals with the use of CBMT techniques for the production of English to Spanish MT. At the current stage of our work, we focus on the use of CBMT for the preliminary testing of translation options in specialised texts. Written academic English is taken as the source text to be translated into target academic Spanish. We find that CBMT easily allows for the integration of additional tools that may offer effective translation alternatives via a cache database where approved n-gram information has been stored. The approach favours the use of collocational and idiomatic units before and after the decoding of n-gram information. In academic translation, this material may become handy. 

2. 
Methodological issues


The way our project is going, we regard the CBMT method as the follow-up of two main stages: The compilation of the linguistic resources, and the development of n-gram decoding tools.

2.1 Linguistic resources

The English / Spanish dictionary used (Lozano Palacios, 2008) is fully inflected (e.g., verb conjugations in Spanish) and contains many word and multi-word units as lexicographic / phraseological material for basic translation. The txt-form dictionary is converted into a Mysql database that assigns information numerically, i.e., its words and multi-word units match from English to Spanish as numbers. Thus, a given number in English may correspond to more than one number in Spanish when the lexical item has more than one meaning  (e.g., item # 37 in Figure 1). This information identifies each word, compound, or phrase (if listed) contained within the source text n-grams (4 to 8 words), determined by a sliding window from left to right over the input text.
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Figure 1: Dictionary database indexed numerically from English to Spanish

The other key resource is the massive indexed corpus. Web crawls (cf. Boleda et al., 2006) must necessarily make the ‘seed’ for this type of huge collection making. The storage of the texts in multi-layered inverted indexing is also a need for the dynamic identification of the huge volumes of data (cf. Badia et al., 2005). First, with a crawl of the .es domain, web pages in Spain are accepted and filtered only if they contain Spanish text—thus parallel algorithms can carry out these different functions prior to and during indexation—. Secondly, with the webbootcat utility in Sketch Engine (Baroni et al., 2006), more txt files can be downloaded from miscellaneous resources on the web (e.g., newspaper articles, forums, reports, etc). The key words used to compile the files are exclusively content words from frequency wordlists in Spanish. It is found that the most profitable amounts of key words to be entered range between 6-8 words that include adjectives, verb forms, and nouns. Thus, the corpus can increase with the different texts obtained, and the sources, managed as txt conveniently for MySql, receive both html and txt labels (which also serve to inform about web page repetition). 

Finally, the entire Spanish wikipedia (2 GB) has been downloaded for corpus indexation, whereas the link www.urumedia.org/formarse has been used to download a sub-corpus of academic writing (research papers, textbook chapters, and reports) for preliminary testing in the project. These texts have been also filtered and indexed conveniently in the general corpus database, currently amounting to nearly 400 million words (4 GB).

2.2. N-gram tools

The management of the dictionary entries (words and multi-word units) as numbers assigns such codes to the identified linguistic information in the corpus. The CBMT system would operate with numerical codes that correspond to the words and multi-word units available in the dictionary and the corpus. For example, the word give relates to the Spanish equivalence dar, whereas the collocation give a call translates as hacer una llamada. Dar and its conjugations receive matching numbers to be labelled for all their occurrences over the corpus, while the unit hacer una llamada has entirely different numerical insertions. 

Because the resources (dictionary and corpus databases) may grow exponentially, new information may result that “rewrites” already stored words. For instance, if a new idiom like call the shots enters the dictionary with its translation (estar al mando), the date when the texts with this expression are inserted determine that previous numbers for call followed by shots must be replaced on the corpus with the newly assigned numbers for the idiom forms. In other words, the system must be able to discern new information in the corpus based on the dictionary database updates, which must serve to revise the linguistic corpus information indexation. That way we may prevent multi-word number assignment from missing previously unnoticed idiomatic expressions in the corpus. 

The corpus indexation does not require POS tagged corpora (unlike, e.g., Statistical MT); in contrast, the crucial need in CBMT is that of context, the more the better, and this context must be input in the form of large indexed text for the target language. The objective is to find enough information in the retrieved n-grams from the target corpus that may contain the dictionary component words. 

The retrieval process of n-grams is done through a step called ‘flooding’ by Carbonell et al. (2006). In flooding, various n-gram candidates can be retrieved for each flood (up to hundreds, depending on the size of the corpus) resulting from the segmented source n-gram. Each possible combination of the translated words in the n-gram is called ‘sub-ngram’, and each sub-ngram must be sought in the corpus to see which words co-occur more often within the n-gram. Figure 2 shows an example of a search of some n-gram words on the corpus: displayed are the many sentences where the words appear and the numbers of items as well as the distances between them.

As a subsequent and final computational step, the system should enable target lattice overlapping maximization, i.e., the computation of the best overlapping option based on more word overlaps between one flood of n-grams and another. One example is “he gave his mother a call at home” or “he gave a call to his mother at home”: because the overlapping procedure should take place one word or multi-word unit at a time, the translated output for the sentence would result from hizo una llamada a su madre / a su madre en / su madre en la  /  madre en la casa  /  and so forth. 
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Figure 2: An example of n-gram search in the corpus

3. Some preliminary results

The CBMT resources (i.e., dictionary, corpus, and cache database) may enable the identification of specific linguistic-discursive traits, especially if derived from collocational information (e.g., in academic discourse). The target corpus and fully inflected bilingual dictionary can be linked via different database tables with key linguistic information approved and stored as cache, similarly to how TM (translation memories) would store translation units or segments. The MT system would thus retrieve such data from the database as a first step in the case of translating pair existence, much in the line proposed by Abir et al. (2002) originally. As co-occurring lexical items often signal attributes of academic stance (e.g., impersonal statements with “seem”—cf. Biber et al., 2004—), collocational strength frequently characterises this register—i.e., in terms of content, grammatical-discursive position, semantic space, and text-item relationships (cf. Hoey, 2005)—. Academic Spanish discourse operates similarly, given the findings from our selection of academic texts (a nearly seven million word sub-corpus from our larger general corpus). 

English / Spanish collocational correspondences can be stored according to types of academic language co-occurrence, i.e., not only as collocations, but also colligations, semantic associations, textual collocations, and textual colligations (cf. Hoey, 2005). Figure 3 contains some examples of lexical items in these categories, resulting from a corpus-based analysis of both Academic English and Spanish. The analysis measures word co-occurrence as percentages according to proportional frequencies related to one of the content words in the construction. The English items appear as frequent combinations in academic texts from the BNC Sampler (Burnard and McEnery, 1999) whereas the Spanish equivalents are frequent in the Spanish sub-corpus and have similar percentages of use in relation to their node words.  For example, as shown in Figure 3, the first collocation (con más de or en más de) precedes a numerical amount in similar frequency proportions as its equivalent more than + amount. Other examples include equivalent colligations (#22), semantic associations (#6), textual collocations (#4), and textual colligations (#35). In the case of the lines left blank (e.g., #8), the reason is that possible equivalent matches there did not have similar use frequencies in their respective corpora.1
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Figure 3: Examples of lexical items with similar frequency proportions in the BNC and Spanish sub-corpus

If we compare the two sub-corpora used for the analysis in Figure 3, even though the total amount of texts and words is much higher in the Spanish collection (1540 texts and 6,898,481 running words vs. 37 texts and 230,345 tokens in the BNC), lexical density is more or less the same for both sources (40.21 words as the standard rate per 1000 words in Spanish, and 41.54 in English). It thus seems that the academic register of the Spanish texts can parallel English discourse proportions of word use. It should be found, then, that the five types of lexical / grammatical / textual co-occurrences described above, abundant in specialised English discourse, are equally significant in academic Spanish. Specific discourse is, to a large extent, represented by such features, as being competent in a given academic discipline is closely related to having “mastery of collocations, colligations and semantic associations of the vocabulary (...) of the domain-specific and genre-specific primings” (Hoey, 2005: 182). These items should provide enriching alternatives in the English-to-Spanish translation. The combinations are often easy to record and label for the provision of fitting translation options. For example, in line # 5 (Figure 3), the English collocation has a proportional frequency of 37 percent in relation to the absolute frequency of the node-word terms. A similar ratio surfaces for the Spanish equivalents in relation to either noun relación or función (34 and 38 percent respectively). En relación con and en función de prove indeed good translations for in terms of not only because the human translator may deem so, but also because of the empirical information.2
The identification and adequate management of this prefabricated language can prove to be helpful and dynamic in the CBMT system implementation. This MT approach works with n-grams (4 to 8 words / multiword units). It sends a first n-gram found in the source text to the linguistic / text resources, and, in the process, collocations and other combinations can work as basic items on which the tool may rely to find alternatives for lexical patterning. The items can be inserted as approved items in the cache database to complete information before the CBMT segmentation analysis takes place or even when some lexical items may not be found in the bilingual dictionary. 

One example is that of lexical bundles, for which cache data should be readily available; e.g., when the system encounters at the same time, the cache database should offer al mismo tiempo, given the approved information stored (at the same time¬al mismo tiempo). This collocation priming is the priority even if the item is not in the dictionary database, as these are approved candidates, based on corpus frequency information: In this case, both time and tiempo fill in the gaps of at the same ______ and al mismo _____ in more than 80 percent of the academic corpora occurrences. 

Other examples include colligations where the adjacent item is grammatical: al objeto de + infinitive verb (86.6 percent) (with the objective of), una vez + past participle (73 percent) (once...), si no se + present simple indicative (86.6 percent) (should he /it / she...), etc. In such cases, the information to be held is in the form of lexico-grammatical features that must be invoked from the tables (e.g., if a specific verb tense is needed, the system should check and select it from the tables of conjugations). In the case of the possible textual collocations and textual colligations found, the system should operate via potential changes in the arrangement of the translated text. For instance, the item en este trabajo (in this paper) should move to the beginning of the sentence because it is a textual collocation with 72 percent of its occurrences at sentence initial position (i.e., . En este trabajo,). This algorithmic information should appear for the different textual collocations / colligations.

The bilingual dictionary should give the various suitable translation options for each word unit in the source text n-grams. Because there may be an x number of n-gram words / multi-word units found across the whole corpus, the different possible combinations among them can be many. For instance, for a sentence like “the country is a fierce opponent of the national government”, all the various possible translations of each content word listed must surface (see Figure 4). Then, a classification of the best translation options should follow according to some sort of statistical formula that contains number of words in the given n-grams, co-occurrence within the 4-to-8 word spans, and distances among such words. For each sentence in the corpus, the estimation is:

No. of words x W1 + 

No. of words together x W2 + 
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where W refers to the various pondered weights as numerical values from 0.1 to 1, depending on the results from the tests versus the human eye.


Suitable options from the numerical corpus should match equivalences within the n-grams. The addition of number of words found + the number of words found together minus the distance among those words is a sound start to aim to obtain a good score for most suitable n-grams. In this process, the system only works with content words (nouns, verb forms, adjectives, and adverbs). The purpose is to establish and test linguistic co-occurrence throughout the texts and sentences. 
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Figure 4: Possible translations from n-gram to be transferred to the corpus

Figure 4 illustrates the transfer of five word units to the Spanish corpus. We should be able to identify the preference of an n-gram with all five words in close proximity (order is given less importance because of the likely structural differences between languages). Disambiguation would mainly take place as a result of such word interrelated frequencies and proximity. For instance, a significant step is that the relations in the n-gram options between país and gobierno or nacional be found together often enough to resolve that country is translated as país (“state”) and not campo (“field”). 

Because the corpus is numerically indexed (i.e., each word unit translation corresponds to one unique number according to the dictionary information), the numerical data can be huge. For instance, only for country there are nine numbers in relation to all the other numbers for the content words, so, as can be guessed, computational cost may prove to be formidable, a key issue in CBMT. The saving of computer effort is essential not only because these n-grams are to appear in an effective flood classification, but also because the overlapping of the n-grams according to the the linguistic information being connected in the texts and to the production of cohesion requires a lot of data. 

One example of n-gram search done with the academic (specific) sub-corpus includes the use of multi-word and single word units from the dictionary. For instance, the source text n-gram this research paper focuses translates as two units in the dictionary: trabajo de investigación with one numerical code, and all the possible translations of focuses with various numbers throughout the corpus. In academic discourse, in agreement with the collocational information above, such co-occurrences establish common patterns in the corpus. 

According to the data gathered, there are many candidates found for the combinations between trabajo de investigación and any of the verb forms and nouns formed from focuses (e.g., enfoca / acerca / centra / centre / enfoques, etc). Both text and sentence labels (#) in the indexed corpus indicate where they occur. The statistical formulae should enable the system to automatically recognise the best options in terms of the number of words and their proximity. In Table 1, some options may either contain a long distance between the items in the sentences (e.g., 7 or 8 words in the second line) or may not include both items (e.g., third line). These options should receive less priority. In the process, such preliminary machine-based results can be tested, if not too large, against the human eye to discern the best options so that the weights determined in the statistical formulae can be rounded up (e.g., 0.1 / 02, etc. in terms of the word distances being computed).         

7772#9#  Para Bwin , - trabajo de investigación - - enfoque - muestra - verdadera 

19393#14#  - trabajo de investigación - - - perfectamente clara - - - enfoques alternativos

11171#19#  - wagner , - - - instrumento internacional avala - trabajo de investigación - - 

8763#17#  - - - ocurrencia principal - - trabajo de investigación, enfocado - - servicio - 

17612#23#  pielografía - - - - inyectado oxígeno - - pelvis renal neumoquisis - centra

11334#17#  aclimatación conjunto – centran - incluidos - - selección - adaptación , - - - - 

19952#13#  - objetivo - - monografía - - - - - - - trabajo de investigación - enfoca - - 

Table 1: Some n-gram options found for the source n-gram the research paper focuses 
The higher the score, the more likely that that n-gram is to translate as the best choice. In this case, the highest values correspond to the last and first lines (0.98 and 0.86) respectively. The scoring is based on the content words, and after this step, the insertion of functional items should fill in the n-gram correctly. In Table 1, the hyphens ( - ) between the words point to such function / grammatical words, retrieved from a table in the system (i.e., a corpus-based frequency list for nearly 500 grammatical words). For instance, in the last line, the word missing is the reflexive form se, while in the first line, the two spaces point to the need to insert tiene el (“has the”). The first option receives a higher score because of the better functional item translating from the original source, whereas el trabajo de investigación se enfoca matches the source n-gram more effectively (in number of words and proximity) than el trabajo de investigación tiene el enfoque.   

The subsequent stage of overlapping n-gram choices should also follow a similar pattern of matching priorities based on both statistical formulae and source text. This phase is even more complex and costly in terms of computation. The support of well tested statistical formulae is crucial; these should lead to an accurate measurement of the word units found, sentence structure identification, and text type where the n-grams occur, so it is important that the appropriate label-based functions run well. In this line, we agree with Carbonell et al. (2006) that the bigger the corpus, the bigger the chances to be able to locate the suitable matches. In one way or another, this method seems to underline the importance of topic and subject matter in MT, as, given an x number of texts dealing with a specific topic, the amount of favourable matches among n-grams and their connections within sentences may increase by using translation options from similar sources. An example is that of text # 19952 in Table 1: should it show up in more matches for various translated options, it will likely score higher in the match ranking task.

4. Concluding remarks

In the CBMT approach, words and multi-word units play a crucial role to retrieve the appropriate linguistic correspondences from the corpus. The dictionary-based information, encoded in the corpus, may disambiguate the use of certain lexical-grammatical choices (e.g., received a call as a non-idiom phrase versus give a call as idiom in Spanish). The first tests with n-grams in the academic sub-corpus may already confirm the general claim by MT scholars about how effective translation may result for specific discourses and text types. 

In this scope, approved n-gram information in cache databases can usefully provide translation alternatives. For instance, in argumentative discourse, an item like There is no need for or There is no point in, when translated as No se trata de followed by infinitives, turns out to be effective. These approved n-grams are stored on the main cache memory for the MT system because both (English and Spanish) suit the co-textual information better, i.e., in this example, they appear in more than 80 percent of the instances at the beginning of sentences in the same type of argumentative texts. 

Statistical significance based on word co-ocurrence is important for CBMT to be able to rely on actual corpus-based data in order to reproduce the translation context as closely as possible. The n-gram classification can also validate the importance of such lexical-rhetorical information in the academic texts, being matched for text type and specialised discourse cohesion. The range of the lexical items in the corpus includes lexical groups that often characterise the types of texts used, and even their topic or subject area: As Sin-wai (2004: 233) claims, “conventions of highly conventionalized text types should be observed in the translation because readers expect to read texts in a recognizable form”. 


Because we are still at a very early stage of the CBMT project, we know that what lies ahead will prove cumbersome, labour-consuming, and complex. The size of the corpus is also a major issue. Our current collection of Spanish texts is 4 GB in volume and growing, but the amount of text information to be indexed (recommended by Carbonell et al., 2006) is up to 1 TB. The need for statistical mechanisms that cope with as many candidate translations as possible, retrieve them effectively from the huge resources, and classify them in a significant way for translation, as described, may lead to intricate and subtle computation. 


The good news is that for certain types of text / discourse, the linguistic information can be neatly arrayed for complementary search tools to use in direct translation correspondences (e.g., in the form of style-sheets and synonym finding tools linked to the cache database). The lexical connections find in their processing a great aid from the large volume of input data, playing a crucial role for the organisation of specialised discourse (i.e., specific n-gram matching can result more effectively from approved n-gram connections). The algorithms and statistical functions will however have to be capable of discerning among very similar candidates, and for open / free translation, this adjustment will really have to improve, i.e., when idioms and lexical patterns do not appear. Such factors as corpus size, computational cost, n-gram classification, matching, and synonym finding means will prove to be key in the MT profiling for linguistic disambiguation of lexical, grammatical, and textual choices.

Notes

1
In this line 8, for instance, the construction would be En este sentido, a textual collocation found at the beginning of sentences and paragraphs in Academic Spanish, but not in English. Translations like in this sense or in this respect, would mostly appear in the middle of sentences and with less proportional frequency. As part of a different investigation, this analysis should check (confirm or discard) the hypothesis of L1 transfer problems in non-native (NNS) writers of academic English in Spain.

2 
The cut-off point for the estimation of proportional frequencies in the lexical items in Figure 3 is 15 percent. The value is arbitrary, but the fact is that the items tend to have less collocational strength as they are used below this percentage, i.e., less distinctively in specialised discourse. For example, the textual collocation Por todo ello finds a good translation in As a result in academic discourse, since both textual collocation proportional frequencies are within the 15 percent range. However, a translation like For this reason would not be within such a range at all in the BNC (instead, this item would be a frequent textual collocation in NNS academic writing, but not in NS writing, according to our data).
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