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Abstract


This research was carried out in the EmotiRob project whose goal is to build a robot for children experiencing emotional difficulties. Its purpose is to characterise semantically a subset of children's linguistic environment through the analysis of a corpus of French Fairy tales. The methodology is inspired from Patrick Hanks's ‘Corpus Pattern Analysis’ (Hanks, 2008), a corpus-based model in which each verb pattern extracted is associated to a particular meaning and every pattern element is semantically typed. Building patterns is not a straightforward procedure: the article analyses how semantic types (predefined ontological categories) can be used, confronted to, or combined with the set of collocates found in the same pattern position. Each collocate set is grouped with another under the label of a ‘natural’ semantic category. ‘Natural ontologies’ is, in this perspective, a term which designates the network of semantic categories emerging from corpus data.

Introduction


This article proposes to discuss advances in research on a Child-addressed corpus of French Fairy Tales. The aim of the research is to analyse child-related language through a corpus-driven methodology. The study is based on ‘Corpus Pattern Analysis’ (henceforth CPA; Hanks, 2008), a corpus-based framework which provides principles and methods to extract ‘normal’ semantic patterns from large corpora and defines the meaning of a word in correlation to its association with patterns of use.

The article provides preliminary results of the application of CPA to this corpus. It focuses on difficulties encountered with building patterns from a syntactic and semantic point of view. More specifically, it reveals problems tied to the nature of corpora which influences pattern building. The main target is to build what is termed ‘natural ontologies’, which are networks of semantic sets extracted from corpus analysis, interpreted as categories which are faithful to text and relevant for the application.


The first part introduces the context in which the research was led, the choice of corpus and its description. The second part provides a description of the model and of the pattern building process, including corpus semantic processing, while shedding light on the specificities observed from corpus. The last part of the article considers the task of word classification, i.e. words grouped in semantic sets according to their positions in patterns. Different methods of classification are experimented and the results are discussed.

1. Introduction to the corpus

1.1. Context of the research


This research was carried out in the context of the EmotiRob project
. The goal of this project is to build a smart robot which could respond adequately to children experiencing emotional difficulties. One of the research activities is to set up a comprehension module (Achour et al., 2008) signalling the emotional contour of utterances in order to stimulate an adequate response (non-linguistic) from the robot when faced with child linguistic input. The task of comprehension is performed by Logus, a computer program (Villaneau et al., 2004) specifically designed for the analysis of spoken language, which takes a string of words as input (‘source language’) and translates them in a semantic language (‘target language’). Logus groups words into chunks and associates these chunks according to semantic knowledge and thanks to semantic rules.


In order to fulfil its task, Logus crucially needs semantic information on the lexicon, collocations and patterns used by children, which obviously requires a corpus analysis of child language. A transcribed oral corpus recorded during class sessions was preliminarily constituted. This corpus, called the Brassens corpus
, was transcribed and contains around 40,000 words corresponding to 4 hours and 138 dialogues between 6-year old children and teachers. The task given to pupils was to tell a fairy tale that they had previously created in class. The corpus was essentially aimed at a phonological analysis and was too small to allow a corpus analysis of content. Obtaining child-related data is particularly difficult for a variety of reasons and such corpora are still rare.


Consequently, the interest was shifted to a much more common and different kind of child-related material: fairy tales, that is, a child-addressed corpus containing texts destined to arouse their imagination. This choice was justified by several factors:

· Fairy tales shared the same subject area with the oral corpus. This supposed that a substantial part of the lexicon would be similar and that the results obtained could serve as a reference for a comparison to a corpus of child language. A sample lexicon based on psycholinguistic experiments (Bassano et al., 2005) was designed for Logus and it was observed that the Fairy tales corpus contained 90% of verbs and 80% of nouns of this lexicon, which seemed satisfying for a start (El Maarouf et al., to appear).

· Fairy tales are an important tool in everyday classroom for young children and are among the first readings that a child is exposed to. In Hoey's terms (Hoey, 2005), they probably play a role in ‘priming’ children on language structures and collocations.

· According to specialists, psychologists (Bettelheim, 1976), anthropologists (Belmont, 1999), paediatricians and educators, they play a crucial role in a child's socialisation and structuring of mind and concepts, mainly because of the child's possible identification to one character in the story and of the similarities that he/she may find between his own experience and the characters' plight.

· Tales are used in therapies for children experiencing psychological difficulties and constitute an incentive to expression and imagination.


In the future, an evaluation of how the corpus and the knowledge gained from this investigation meet the needs of the comprehension task involved in the project, should be conducted. The analysis of the applicability of the corpus and method will prove very instructive since it will involve a comparison based on a corpus sampling real situational interactions which the companion robot will be exposed to.

1.2. Fairy tales: considering classification


Fairy tales belong to children's literature. It is common to define them according to their content. They naturally evoke in our mind plots involving witches, fairies, wolves, supernatural powers, magic, imaginary places, and so on. However, these ingredients do not define it as a specific genre since novels like Alice in Wonderland or more general fictional works like The Lord of the Rings, may also include similar characters and phenomena, while their status as tales is less obvious.


Fairy tales are also judged to be short pieces of writing, and generally contain an implicit or explicit moral (Bettelheim, 1976). The characters are described as sketchy stereotypes which stress contrasts between Good and Evil, Rich and Poor, or Strong and Weak. Another characteristic of tales is that they are anchored in a distant universe, as suggested by introductory phrases like Il était une fois (Once upon a time) or story-initial indefinite noun phrases such as a man called or a king who...


In-depth research has also been conducted towards defining their structure, i.e. the main event types, their function regarding the plot and their order of appearance (Propp, 1968). Another interesting classification called ‘Motif-Index’ has been developed by Thompson, also known as ‘AT’, under the name of its main contributors (Aarne and Thompson classification; Aaarne, 1961). This classification collects uncommon events, called ‘motifs’, which regularly show up in fairy tales, so ordinary life events are not categorised as such. These motifs are used to classify tales into types like ‘animal tales’, ‘tales of magic’ or ‘religious tales’.


Tale variation can also be considered from a geographical and cultural viewpoint; there are European tales, Celtic tales, but also African or Chinese tales. In some way, every culture has its own set of tales which carries its singular system of norms and values. Tales were originally transmitted orally by storytellers who enjoyed (and still up to now) an important function in societies because they preserved cultural heritage. The task of collecting and transcribing tales, which saw an important development in the XIXth century (involving famous writers as Grimm, Andersen or Perrault) is still an ongoing work and tales are still invented nowadays.


It is therefore not easy to identify features which could be used to count a text as a fairy tale. In the risk of being too general, it will be considered that a fairy tale is a story of short length destined to young children.


1.3. A corpus of tales


The corpus of work contains 138 tales for a total of a little bit more than 160 000 running words; the number of words per tale may vary greatly (from 120 to 17000 words). They were collected automatically on a website, cleaned and manually checked. The website provided information for the origin of some of the tales. It was observed that the age and origin of writers was variable. Some texts were written by children in the context of classroom activities, while others were designed by adults, professional storytellers or amateurs. This variation brings into question the homogeneity of the corpus but the extent to which it influences the results may not be clear. It is however important to note that such a variety of sources should help to overcome idiosyncratic uses and therefore provide a more representative basis to the corpus analysis. The corpus also retains a form of unity through the fact that these tales are aimed at children and constitute part of what a child could be told. This would correspond to what Biber terms the ‘extent of shared cultural world-knowledge’ (Biber, 1988: 41-42), interpreted as the assumed knowledge that the addressee possesses. A simple classification of the corpus is provided in table 1:
	Type of Author
	Frequency
	Proportion

	Modern Adult Storyteller
	63217
	39%

	Children
	53109
	34%

	Unknown
	34314
	21%

	Classic Storyteller
	9900
	6%

	Total
	160540
	

	Type of Author
	nb of tales
	Proportion

	Children
	70
	51%

	Unknown
	37
	27%

	Modern Adult Storyteller
	24
	17%

	Classic Storyteller
	7
	5%

	Total
	138
	


Table 1- Authors of the tales in the fairy tales corpus (in terms of frequency and number of texts)

It can be observed that the proportion of adult writing is slightly greater than the proportion of children writing in terms of the number of running words, while children produced much more tales, which indicates that they tend to write shorter stories (at least is the case in this corpus).


The corpus also shows variety in terms of content: some stories involve the ‘ordinary’ (non-magical) everyday life of children; others focus on animal protagonists, fairies or witches; Christmas tales picture characters such as Santa and his reindeers. Finally, several tales are set in a historically dated context or deal with the encounter of humans with aliens.

2. Applying the Semantic model


2.1. A specific approach to CPA

The semantic analysis is based on Hanks's ‘Corpus Pattern Analysis’ (Hanks, 2008; Hanks & Ježek, 2008). His methodology is inspired from contextualist corpus linguistics methodology in at least two respects:

· That language is highly patterned.

· That meaning is use.


CPA was mainly designed for lexicographical purposes: it is a model of ‘Pattern Dictionary’ building. In this dictionary, every entry is associated with one or more patterns of use, corresponding to a number of context clues surrounding the key-word. These patterns should help the reader/hearer to identify which meaning the linguistic unit he is looking up has. The lexicographer associates these contextual patterns to meanings or more precisely ‘implicatures’. This method relies on the hypothesis that meaning and structure are inseparable (Sinclair, 1991) and that a change of meaning is accompanied with a change of pattern or collocations, and vice-versa. In consequence, defining the meaning of a verb and his patterns, involves a collocational and colligational analysis on the part of the analyst (Sinclair, 1991; Hoey, 2005). Since definition is guided by corpus evidence, identifying patterns and/or meanings is not always an obvious task. Hanks proposes several lexicographical principles (Hanks, 2008: 101-103), such as the necessity to:

1. Avoid fine-grained semantic distinctions 

   Computational linguists often assert that distinctions in dictionary definitions are “too fine-grained”. One motive in this complaint is that computational linguists want definitions to be mutually exclusive, but this is a mistake. It confuses natural language with predicate logic. There is much overlap everywhere in matters of word meaning. Nevertheless, it may be that, as lexicographers, we have something to learn from this more general complaint: it can also be read as a polite way of telling us that some dictionary entries are not merely too fine-grained but needlessly repetitious. 

Hanks, 2008: 101


CPA patterns have a specific format and examples of patterns are provided in the following sections. It is worth noting that patterns are not rough counterparts of what can be found in a corpus (see also 2.3): words are abstracted to features called ‘semantic types’, organised in an ontology, which fill subject or other argument position, somewhat in the fashion of traditional predicate structures (as found in Pustejovsky, 1995).


This article will illustrate the kind of problems encountered in the process of building patterns. It is now necessary to detail the specificities of the approach adopted in the study, which is tied to the context of application.


A crucial aspect of CPA is that of normality, in the sense of Norm. Hanks analyses large corpora to avoid idiosyncratic, genre-specific word uses (which he terms ‘Exploitations’). He analyses corpora to extract “all the normal patterns for all the normal verbs in English” (Hanks & Ježek, 2008: 391). These patterns constitute the norm or reference against which idiosyncratic uses (of various kinds) can be evaluated and better described. The position adopted in this article is to focus on a specific universe and apply the model to find out whether norms can be discovered. This is clearly not what CPA was originally designed for and it has important consequences on the methodology as much as it has on the results, as will be shown. By working on a specific pattern analysis of French Fairy Tales, the intention is to shift and restrain the norm to a more specific context, that of children semantic universe. It is in this perspective that the concept of ‘natural ontology’ is understood, as an ontology which, thanks to a corpus-driven analysis, should reveal semantic classes relevant to this semantic universe. Things are of course expected to be different in fairy tales and the aim of this article is to document such differences.


2.2. Corpus processing: lemmatisation, anaphora annotation, shallow ontology


The main task regarding corpus exploitation is to build semantic patterns. Patterns relate semantic categories and, in this study, centre around verbs.
The corpus was first tagged by the Tree-tagger (Schmidt, 1994) so as to obtain word lemmas, and errors or irrelevant ambiguous lemmas were progressively corrected. The most frequent verb lemmas are presented in table 2:
	Lemma
	Freq.
	Lemma
	Freq.
	Lemma
	Freq.
	Lemma
	Freq.
	Lemma
	Freq.

	être
	3489
	rester
	123
	disparaître
	71
	reprendre
	51
	Diriger
	36

	avoir
	2895
	chercher
	122
	voler
	70
	sauver
	51
	Tuer
	36

	faire
	992
	decider
	121
	coucher
	68
	apparaître
	49
	remarquer
	36

	dire
	711
	commencer
	117
	connaître
	68
	oublier
	49
	sourire
	34

	aller
	691
	Crier
	115
	sauter
	67
	apporter
	49
	occuper
	34

	voir
	501
	retrouver
	113
	écrire
	67
	descendre
	48
	ajouter
	33

	pouvoir
	436
	revenir
	110
	rencontrer
	66
	installer
	47
	changer
	33

	mettre
	303
	tomber
	110
	préparer
	66
	écouter
	46
	revoir
	33

	arriver
	297
	penser
	105
	comprendre
	65
	servir
	46
	traverser
	33

	vouloir
	271
	attendre
	100
	sentir
	63
	rire
	46
	remercier
	33

	venir
	265
	apercevoir
	98
	marcher
	63
	mourir
	46
	promener
	32

	savoir
	264
	arrêter
	96
	sembler
	62
	sommer|être
	45
	annoncer
	32

	trouver
	262
	laisser
	95
	tenir
	62
	endormir
	45
	reposer
	31

	prendre
	237
	aimer
	93
	habiter
	61
	boire
	45
	montrer
	31

	passer
	223
	croire
	92
	tirer
	61
	essayer
	43
	marier
	31

	Lemma
	Freq.
	Lemma
	Freq.
	Lemma
	Freq.
	Lemma
	Freq.
	Lemma
	Freq.

	partir
	201
	parler
	90
	ouvrir
	60
	remplir
	43
	offrir
	31

	demander
	197
	courir
	90
	finir
	60
	conduire
	42
	couper
	31

	falloir
	185
	aider
	89
	poser
	59
	ouvrir
	42
	éteindre
	30

	appeler
	185
	cacher
	89
	jouer
	59
	chanter
	42
	
	

	donner
	183
	raconter
	85
	avancer
	56
	découvrir
	42
	
	

	regarder
	180
	rendre
	85
	dormir
	55
	Batter
	40
	
	

	entendre
	179
	retourner
	84
	entrer
	55
	lancer
	40
	
	

	sortir
	155
	suivre
	83
	asseoir
	55
	pleurer
	39
	
	

	devoir
	150
	continuer
	81
	perdre
	54
	tourner
	39
	
	

	répondre
	147
	rentrer
	79
	porter
	54
	attraper
	38
	
	

	manger
	136
	montrer
	78
	jeter
	53
	réussir
	37
	
	

	suivre|être
	133
	approcher
	76
	transformer
	52
	emmener
	37
	
	

	devenir
	126
	lever
	75
	expliquer
	51
	quitter
	37
	
	

	vivre
	123
	réveiller
	74
	pousser
	51
	repartir
	36
	
	


Table 2- Verb lemma frequency (before correction)

This table only shows those lemmas which have a frequency greater than 30. Corrections involved, for instance, the case of the ambiguous label suivre|être (133 occurrences), which share the same form in the first person singular (suis either means I follow or I am): every occurrence has been disambiguated. Among the verbs in the table, modals such as pouvoir (can) and auxiliaries like être (to be) were set aside for future analysis. A quick look at the verbs reveals that the kinds of actions involved are varied (saying, giving, going, sleeping, marrying, etc.) but movement verbs and speech verbs seem to play an important role in tales.


In order to build patterns, the semantic nature of an argument collocating and colligating with the verb needs to be known. However, anaphors are widespread throughout the corpus and this phenomenon means that the referent must be either extracted from the context or located in the corpus, every time an argument is pronominalised, for instance. Whether, for example, the verb parler (to speak) in the pattern [Type 1] parler {à [Type 2]} combines with a human subject and/or with other types, requires such a step. Antecedents of anaphora or similar phenomena (proper nouns essentially) were identified manually. If the pronoun or noun is identified in the context by a given lemma and obviously refers to it, this lemma is added on the information layer of the occurrence.


Table 3 illustrates this by providing the example of Christophe, a proper noun, which according to the corpus, refers to both an animal and a human being:

	Proper Noun
	Lemma
	Type
	Frequency

	Christophe
	garcon
	Human
	8

	Christophe
	caméléon
	Animal
	6

	Christophe
	enfant
	Human
	3

	Christophe
	crapaud
	Animal
	1


Table 3- Lemmas and Semantic Types referred by the Proper Noun Christophe with their associated frequencies


Such a semantic annotation is also useful to collect a great number of verbal arguments (the other possibility would have been to leave aside every occurrence involving a pronoun or a proper noun), since, as observed in this corpus, a large proportion of subjects take the form of personal pronouns; another aim of this annotation is to attempt to preserve collocational coherence. The contexts attributed to Christophe as a cameleon might be different from those associated with Christophe as a garçon (boy) as examples (1-4) suggest (referents are enclosed in square brackets):
(1) Christophe [caméléon] était méchant, avec des yeux énormes qui clignaient toujours.

Christophe was naughty, with huge ever-blinking eyes.

(2) Loin de là, dans un grand château, habitait Christophe [caméléon].

Far from there, in a big castle, lived Christophe.

(3) C'est l'histoire de Christophe [garçon] un petit garçon beau et gentil mais très coléreux.

This is the story of Christophe, a cute and nice little boy, but very quick-tempered.

(4) Alors Christophe [garçon] partit dans sa chambre tout seul avec ses doudous pour seule consolation.

Then Christophe went in his bedroom by himself with his blankies for sole consolation.


The ‘first’ Christophe refers to a naughty lizard living in a castle whereas the ‘second’ is described as a cute little boy going in his bedroom. If proper noun reference is not made clear, then Christophe would refer to both characters and an important referential link with the corpus would be lost.


Lastly, a shallow ontology was built in which the most frequent nouns are associated to a general semantic type. It is used to assign the type to a pattern element and includes general categories like [Human], [Animal], [Element], [Food], and so on (table 4).
	Type
	Frequency
	Examples

	Human
	8248
	père, home, enfant

	Animal
	3031
	chien, baleine, écureuil

	Imaginary
	1551
	lutin, Père-Noël, sorcière

	Location
	1334
	forêt, château, vallée

	Object
	330
	jouet, chaussure, poupée

	Element
	327
	eau, feu, vent

	Vegetal
	277
	citrouille, sapin, arbre

	Time
	202
	jour, nuit, matin

	Body Part
	167
	pied, corps, tête

	Food
	129
	cidre, fromage, chocolat

	Sound
	87
	voix, bruit, éternuement

	Vehicle
	76
	voiture, camion, carrosse


Table 4- Semantic predefined types and frequency in the corpus


Three observations must be made regarding this surface ontology:
· First, a word may belong to multiple classes according to context (bois for example either means wood [Materials] or woods [Location]).
· Second, when used in patterns, only the relevant semantic type (as observed in the concordance) is used.

· Third, the large proportion of semantic types such as [Imaginary] is clearly specific to the corpus.

2.3. Pattern building and colligations


CPA Patterns are complex and involve, among other things, colligational analysis. Colligation typically refers to significant grammatical relations associated with a given word but not only. Hoey proposes to broaden its definition to account for:

1 the grammatical company a word or word sequence keeps (or avoids keeping) either within its own group or at a higher rank;

2 the grammatical functions preferred or avoided by the group in which the word or word sequence participates;

3 the place in a sequence that a word or word sequence prefers (or avoids).
Hoey, 2005: 43


Colligation is an important tool for corpus-based grammars since it broadens the focus of the grammatical description on words, not only on general grammatical categories: it offers the opportunity to describe a whole grammatical system for each word. Patterns can be seen as the result of a verb’s observed colligations and they may include grammatical features such as the ones described by Hoey. Preferred or avoided grammatical company is indicated in the pattern when relevant. Patterns may however differ from colligations in that:

· They entail a degree of abstraction: passive and active forms are for example not distinguished when it does not affect verb meaning.
· They associate grammatical preferences with preferred semantic types, grouping collocates under the most appropriate semantic category.

This can be illustrated through an example of the main CPA patterns for the verb to call
 (table 5):

	Proportion
	Pattern / Implicature

	31%
	[[Anything]] be called [NOOBJ] {[N]}

	
	The name of [[Anything]] is [N]

[[Anything]] may be an individual, a set of  thing, a person, a human group, an idea, or anything

	25%
	[[Human | Institution]] call [[Anything]] {[N]}

	
	[[Human | Intitution]] invents or uses the name [N] to refer to [[Anything]]

	4%


	[[Human | Institution]] call [[Event=Meeting | Action]]

	
	[[Human | Institution]] instructs people to cause [[Event=Meeting | Action]] to happen immediately and (normally) [[Event=Meeting | Action]] does happen immediately


Table 5- Main patterns linked to the verb to call in CPA


In English, this verb is mainly used for naming (56%; first two patterns in table 5). In table 5, semantic types are indicated between double brackets. For instance, the first pattern specifies that [Anything] (i.e. no semantic type refers to the variety of lexical items found in this position) can be given a name, but the second pattern shows that only [Humans] or [Institutions] can actually invent names (the lexical set of which {{N}} refers to). Another aspect exemplified in table 5 is that the first two patterns differ with respect to the form the verb takes, in terms of passive and active voice. This implies that the first pattern is ‘normally’ used in the passive voice while this is not a constraint for the second pattern, as in example (5):

(5) Osteoarthritis (sometimes called osteoarthrosis by doctors) is another common complaint of midlife, often more troublesome for women at the menopause and afterwards. BNC [BNW]


Similarly, French also uses reflexive verbs, like s' apeller (literally, he verbed himself) generally translated in English in the passive voice as exemplified in (6):

(6) Il y avait une licorne qui s'appelait Flora.

There was once a unicorn called Flora.


In this study, this was handled in the same way as the passive voice, i.e. by including the reflexive pronoun se in the pattern when relevant.


This choice may at first sight seem problematic from a computational perspective: if this pattern analysis is also intended to be used by a program as this would necessitate in this research, it implies the creation of an intermediate layer which associates encountered surface patterns with CPA patterns, one which could handle passives and pronouns for instance, associate pronouns with pattern elements and, ideally, name the actual ‘transformation’. This general methodology is in line with that adopted in Hunston and Francis's ‘Pattern Grammar’ (Hunston & Francis, 2000):

When a verb is in the passive voice, the order of the elements is different, with the Object of the active sentence functioning as the Subject of the passive sentence. As mentioned above, a strict adherence to the surface description would perhaps involve the treatment of the passive as a separate pattern. However, for the sake of convenience and simplicity, it is considered here as a variant of the active pattern.

Hunston & Francis: 60


The same methodology was followed when an element was missing in the occurrence, or implicit from the context, like the inventor/user of the name korrigan in example (7):

(7) Dès le soleil couché, les petits êtres barbus appelés encore korrigans se réveillaient et allaient prendre leur bourse magique dans le coffre-fort de leur caverne fortifiée.

As soon as the sun set, little bearded beings sometimes called korrigans would wake up and go get their magic purse from the safe of their fortified cavern.


This occurrence of the verb appeler is in the passive voice and the element specifying the entity (the caller) who uses the name korrigan to refer to little bearded beings is not specified, even if the verb is used in the pattern [[Type 1]] appelle [[Type 2]] {[N]}. Likewise, when, for instance, the verb appeler is used in the sense of emiting a speech act but is not accompanied by the addressee, it still belongs to the pattern [[Type 1]] appelle [[Type 2]] [[Speech Act]], as examples (8) and (9) show:

(8) Ils appellent leur mère : - Maman ! Maman ! C'est papa et Morgane sur Éclair !

They call their mother: - Mum! Mum! Here comes dad and Morgane riding on Éclair!

(9) Augustin a peur pour sa fille et appelle : - Morgane! Morgane! Es -tu là?

Augustin is afraid for his daughter and calls: - Morgane! Morgane! Are you there?

The grammatical addressee of the speech act is missing in example 8, but can be retrieved from context (it is embedded in the speech act for instance). 


The last main point concerns the category of adverbials which set the context for the verbal process (time, place, etc.). They were only kept in the pattern when they involved a change of pattern meaning. Various other grammatical components of the verb phrase can be used to elaborate French patterns, but, for reasons of space, a full inventory cannot be drawn here.

Following Hanks's entry for the verb to call and on corpus concordances, table 6 shows the most frequent patterns for the verb appeler as found in the fairy tales corpus:
	Proportion
	Pattern / Implicature

	51%
	[[Type]] s’appeler {[N]}

	
	The name of [[Type]] is [N]

	21%
	[[Type 1]] appeler [[Type 2]] ({en souvenir de [[Event]]})

	
	[[Type 1]] invents a name [N], which may take its origin from [[Type 3]] to refer to [[Type 2]]

	21%
	[[Type 1]] appeler [[Type 2]] ([[Speech Act]])

	
	[[Type 1]] requires attention from [[Type 2]] by pronouncing his name or something else in a [[Speech Act]]

	5%
	[[Type 1]] appeler [[Type 2]]

	
	[[Type 1]] makes a telephone call in order to talk to [[Type 2]]

	1%
	[[Type]] appeler {au secours | à l’aide}

	
	[[Type]] shouts for help

	<1%
	[[Type 1]] appeler [[Type 2]] {à [[Event]]}

	
	[[Type 2]] is asked by [[Type 1]] to attend an [[Event]] specified in the prepositional phrase


Table 6- Patterns for the verb appeler in the Corpus of Tales

The Type slots in table 6 have not been filled and the reason for this will be discussed in the next section.

2.4. How semantic types combine with patterns


CPA includes a semantic level to characterise patterns, by specifying the semantic type of the pattern elements. This is where shallow ontology comes into play since semantic types are the nodes of this ontology. Semantic types were introduced by Hanks in CPA because they often convey essential information on the use of a pattern. This can be illustrated with example (10):

(10) Ils appellent leur mère : - Maman ! Maman ! C'est papa et Morgane sur Éclair !

They call their mother: - Mum! Mum! Here comes dad and Morgane riding on Éclair!


In this case, the subject of the verb appeler refers to children and is thus of the [Human] type, corresponds to the verb’s third pattern (see table 6), and counts as one proof that its subject type should be [Human], as opposed to [Object] or [Information]. The corpus needs to be fully explored in order to label the group of collocates which appear in a pattern position.

Corpus analysis revealed that pattern elements regularly matched more than one semantic type, one of the difficulties being to select the appropriate level of generalisation in the ontology and to account for this variation. In addition, frequently observed semantic types conflict with expectations. These semantic conflicts or variations corresponded for one part to implicit semantic operations clearly identified in Semantics under the name of ‘semantic type alternation’ (Hanks et al., 2007). As Hanks and Pustejovsky note, (Hanks & Pustejovsky, 2005), this alternation may influence verb meaning. The provided example is the verb to fire which combines with a bullet or with a person, according to which the verb meaning varies (from causing to discharge a projectile to dismissing someone respectively). However, in another article (Hanks & Ježek, 2008), Hanks insists that it also happens that categories alternate without the verb changing meaning. The example he takes is the pattern [[Human]] attend [[Location|Event]], illustrated with examples (11) and (12):

(11) And don't imagine that you are too sick to attend classes that you don't like. BNC A06

(12) They are literally outsiders in the schools they attend, miles away from their homes. BNC  A6V


Locations and Events do not share any ontological position except the root category of the ontology, in other words [Anything] (Hanks, 2008: 123). A key point here (Hanks & Ježek, 2008: 394 and 397) is that the location is (re)interpreted as the event taking place in the location, and that Event is the canonical semantic type in the object position of the verb to attend.

When ‘outlier’ semantic types need to be integrated in the pattern, they are said to be ‘coerced’ by the verb (Hanks & Ježek, 2008: 395). Otherwise, the lexicographer may choose to split the pattern according to semantic type if both are frequently observed and if he can associate with each of the resulting patterns, a different implicature. Hanks proposes three ways to handle coercion (Hanks & Ježek, 2008: 397-398), summarised here:

· Include both types in the same pattern and signal how the alternant category may be understood as the alterned category (e.g.: ‘metonymic shift’). This is the solution chosen for the attend examples.

· Include both types in the semantic pattern but associate one type with a function (‘semantic role’). In this case, that would mean that the semantic role has a disambiguating influence in the pattern and in consequence, that the alternation of types is handled by their respective roles. This is the solution used for the alternation observed in the subject position in the pattern [[{Human = Driver} | Vehicle]] accelerate [NO OBJ] (Hanks & Ježek, 2008: 398). If a human is said to accelerate, he is usually acting as the driver of a vehicle.

· Count the instance as an exploitation, in the case of “deliberately creative or unusual use of an established pattern of word use” (ibid.). Thus, patterns involving entrenched metaphors could actually be treated as regular patterns because of frequent use and would thus be provided with a definition. For obvious reasons regarding the size of the corpus, this phenomenon cannot be accounted for.

Leaving aside ‘exploitations’, instances of what can be considered as ‘metonymic shifts’ and ‘semantic role’ cases have been found in the French corpus. However, they were not found frequently. Example (13) describes the singular use of an Institution (services) as a metonymy for a person and a possible pattern is provided; example (14) describes how trees (arbres) can be subjects of the verb cacher (to hide) when they are interpreted in the role of Obstruction:
(13) Faudel, ... , oui il est connu de nos services. C'est un kidnappeur professionnel.

Pattern: [[Institution|Human]] connaître [[Human]]
(14) Le lendemain, à la même heure, le petit garçon était devant des arbres si hauts qu'ils cachaient le ciel.

Pattern: [[Human | {arbre|fumée}=Obstruction]] cacher [[Anything]]

The kind of ‘semantic alternations’ which was massively found in the corpus is what can be identified as personification: the corpus is full of occurrences of trees speaking and animals thinking. For instance, the semantic types found in subject position with respect to the verb dire (to say) are shown in table 7:
	Type
	Frequency
	Proportion

	Human
	446
	62%

	Animal
	107
	15%

	Imaginary
	98
	13%

	other
	71
	10%


Table 7- Subjects of the verb dire in the fairy tales corpus

It can be observed that [Human], [Animal] and [Imaginary] are highly frequent and such collocations must be accounted for in this pattern analysis. In such cases, the meaning of the verb remains the same and all subjects play the role of Speaker. There is clearly a ‘semantic type alternation’ since:

(i) the number of types of personified objects is large,

(ii) this phenomenon is widespread across various patterns and verbs.

Even though the corpus is not adapted to CPA in terms of size and representativity, applying this model enabled to delimit a phenomenon specific to fairy tales and to characterise it semantically.


Apparently, predefined semantic types used in this study are not relevant to build patterns for the corpus. In other words, the manner in which the ontology was organised did not reflect the corpus content, i.e. how things work in fairy tales. Splitting patterns according to semantic types may still be a relevant undertaking in this case, but this entails an adequate ontology. An example of pattern-splitting in CPA is illustrated with the drink entry and two of its patterns are presented in table 8 (reproduced from the CPA website, open to public use; see note 3):
	Proportion
	Pattern / Implicature

	56%
	[[Human]] drink [[{Liquid} | Beverage]]

	
	[[Human]] takes [[Liquid= Water | Beverage]] into the mouth and swallows it

	4%
	[[Animal]] drink [[Liquid= Water]]

	
	[[Animal]] takes [[Liquid = Water]] into the mouth and swallows it


Table 8- Patterns from the “drink” entry


In this specific case, Hanks has divided patterns on what seems to be a correlation between the subject and object types: [Humans] ‘normally’ drink liquids such as water but also beverages whereas [Animals] ‘normally’ drink only water. In the fairy tales corpus, the French rough equivalent to to drink, the verb boire, was found to show similar alternations between [Animals], [Humans] and [Imaginary] creatures. Essentially [Humans] drink water (only one animal was found to), while the characters who drink milk are [Humans] and [Animals] (50% for each), and only [Imaginary] characters were found to drink potions. Predefined semantic types appear to be too general for fairy tales and subcategories can be envisaged (see 3.2): in the corpus, only human [Adults] drink coffee, wine and cider (what may be considered as strong or alcoholic beverages), whereas only [Children] drink apple juice and hot chocolate (soft drinks). The correlations between members (as opposed to their predefined semantic type) of different pattern positions can be investigated in order to find the relevant semantic classes (see 3.3). If this is to be done with speech verbs such as dire, this entails exploring speech acts to draw relevant classification features (such as orders, questions or narrations, for instance). The perspective of building ‘natural ontologies’ reflecting the organisation of semantic categories as found in the corpus is the object of the next part.

3. Building Natural Ontologies


Ontologies are knowledge structures, or networks, which encode relations between concepts. They are fundamentally relational in the sense that they explicit common properties shared by those concepts. For example, [Animal] is a concept, and the words horse or cow refer to this concept. However, such knowledge may not always be relevant as could be observed previously, which calls for a more adequate ‘natural ontology’. In the term ‘Natural Ontologies’, the adjective natural is understood as ‘faithful to text’ or ‘corpus-anchored’, i.e. it qualifies an ontology where concepts will reflect language use. The point here is to avoid predefined classifications and to capture knowledge from text. Such a classification may provide hints to the limits of applying aprioristic ontologies onto text. It may turn out that in some cases, corpus-made classes will be equivalent to traditional ontology categories, but this is not the only purpose of such an undertaking. It is hoped that a linguistically-based ontology, rooted in text, can provide additional knowledge on words and objects not contained in traditional ontologies, namely how they are perceived. The primary aim of such ontologies is not to seek evidence so as to confirm the validity of an ontological class but to create subclasses and describe their members as they are presented and associated in discourse. To sum up, natural ontologies is not about knowing the world but about knowing what speakers know about the world.


3.1. Corpus semantic classes


Hanks terms (Hanks & Ježek, 2008) the set of words found in a specific pattern position, a ‘shimmering lexical set’. He observes that semantic type members are regularly found together in lexical sets but that this is not always the case. Paradigmatic set membership does not correspond member for member to semantic type membership, which is what Hanks qualifies as ‘shimmering’:

Lexical sets are not stable paradigmatic structures. Another salient characteristic of lexical sets, besides the fact that they cut across semantic types, is that their membership has a loose semantic unity. The lexical set populating a node in the ontology (e.g. a semantic type) tend to shimmer—that is, the membership of the lexical set changes from verb to verb: some words drop out while other come in, just as predicated by Wittgenstein (family resemblances). Different verbs select different prototypical members of a semantic type even if the rest of the set remains the same.

Hanks & Ježek 2008: 399


One piece of information which can be extracted from the corpus is whether a word is a typical argument of the verbs it combines with. Absolute frequency (number of occurrences in corpus) and relative frequency (number of occurrences regarding a verb) will be used as clues of its prototypicality, for want of a better statistic measure because of the corpus size. For instance, the list of lemmas drawn from the object slot of the verb manger (to eat), which will be termed [Edible Entities] (henceforth EE), is shown in table 9, associated with their absolute frequency (AF) and relative frequency (F(EE) or Frequency as Edible Element):
	EE
	F(EE)
	AF
	Proportion

	rien
	8
	65
	12%

	ver-de-terre
	6
	21
	28%

	fille
	4
	1140
	<1%

	soupe
	4
	8
	50%

	homme
	3
	2078
	<1%

	quelque chose
	3
	8
	37%

	champignon
	3
	13
	23%

	bonbon
	3
	3
	100%

	fruit
	3
	22
	14%

	noix
	3
	8
	37%

	animal
	3
	244
	1%

	friandise
	2
	2
	100%

	tarte
	2
	10
	20%

	fromage
	2
	11
	18%

	tortue
	2
	105
	2%

	chose
	2
	43
	5%

	chèvre
	2
	72
	3%

	garcon
	2
	343
	<1%

	foie
	2
	2
	100%

	petit-déjeuner
	2
	8
	25%

	déjeuner
	2
	6
	33%

	chewing-gum
	2
	7
	28%

	framboise
	2
	4
	50%


Table 9- Most frequent Edible Entities (EE) with F(EE) being the frequency found as object of the verb “manger”, AF referring to Absolute Frequency and the percentage of the unit as an EE


Significant events are coloured in grey. Three arguments belonging to the [Human] type, have a low frequency ratio, which makes this type an unusual member of [EE]. Other types of significant events are one-class membership: friandise, bonbon (sweets) and foie (liver) were only observed as [EE], so they can be seen as highly prototypical [EE]; they are only perceived as such in the corpus.


The next step involves focusing on each extracted lemma and analyse the ‘lexical sets’ it belongs to. Table 10 shows the figures for soupe (soup):
	Features
	Frequency
	Proportion

	manger_OBJ
	4
	50%

	trouver_OBJ
	3
	37%

	préparer_OBJ
	1
	12%


Table 10- Positional Verbal Pattern contexts of the lemma soup

The other two features which characterise soupe is that it can be (or is) prepared and that it can be valued (too salty or too hot for example).


Once a cluster of features is found for one lemma, the corpus is explored in order to identify words with similar behaviour. In this case, it involves mining the corpus for units which combine the following features: object-of-eat and object-of-prepare or object-of-trouver (in the sense of valuing). None lemma was found to share all and only those three features: those who shared [EE] membership and one of the other features are described in tables 11-12:

	Object
	Verb
	Proportion

	
	manger
	preparer
	

	sandwich
	1
	2
	100%

	biscuit
	1
	1
	67%

	déjeuner
	2
	2
	67%

	goûter
	1
	1
	40%

	fraise
	1
	1
	25%

	repas
	1
	1
	20%

	animal
	3
	1
	2%

	Object
	Verb
	Proportion

	
	manger
	trouver
	

	fromage
	2
	1
	27%

	fille
	4
	1
	<1%

	homme
	3
	2
	<1%


Table 11- [EE] subclass [Manger-Préparer]                               Table 12- [EE] subclass [Manger-Trouver]


The subclass [Manger-Préparer] shows an overlap of seven [EE] members, and could be labelled [Meals] while the subclass [Manger-Trouver], has only one interesting member and could be labelled [Food]. In table 11, animal was found to be the least prototypical member of the [Meals] group; in table 12, homme and fille are also unusual members of the [Food] group, since their collocations with the verbs account for a small proportion of their occurrences. Figure 1 provides a schema to sum up this small natural ontology subset:



Figure 1- Possible Ontology Subcategories for [Edible Entities]

A class in the natural ontology can be defined as one or more contextual features (here verb roles; see 3.2) and its members are organised according to their typicality: ‘Seed’ members are words which were only found in such a class, ‘Preferential’ members combine more than half of their occurrence with class contexts, while ‘Casual’ members, more than 10%, and ‘Unusual’ members, less than 10%. It can be observed for example, in Figure 1, that déjeuner (lunch) is preferentially considered as a [Meal] rather than an [Edible Entity]. These results are preliminary and the membership thresholds were defined on corpus observations. These classes only reflect the corpus representation or semantic perception of these words: in another context for example, sandwich could rather be a prototypical member of [Goods] to be sold or bought.


3.2. Exploration of Animal representation through multiple features

Another way to analyse lexical sets is to combine them with semantic types. Categories such as [Human] or [Animal] may constitute a starting point to draw subcategories according to contextual features. So, for instance, it can be asked whether penguins are considered as flying animals or as walking animals. This involves a shift in the analysis from verb sets to noun sets. This perspective is explored by Hanks. Taking the example of members of the same ontological category [Documents], he explains how verbs may indicate the prototypical ‘actions’ associated with nouns:

Although, from a conceptual point of view, [Document] is a well-defined type, its linguistic membership varies according to context. This is because we don’t perform exactly the same sort of operation with the objects that represent this type. For example, translating is a typical activity that people do with [Document]s such as books, poems, and novels, but there are other [Document]s such as newspapers that we typically don’t translate (although in principle we could) but rather do other things with them. A newspaper is typically read, while a message is typically sent, a report is typically published, and so on [...]. 

Hanks & Ježek, 2008: 399-400


The results of an experiment led on the [Animal] type are now presented: corpus-based semantic classes were constituted from the most frequent verb collocate sets associated with animals. Table 13 presents those which were used in the study:
	Semantic class
	Examples
	SCF
	AF
	Proportion

	Speaker
	dire_SUJ, demander_SUJ, répondre_SUJ
	1470
	210
	14%

	Addressee
	dire_à, appeler_OBJ, répondre_à
	813
	153
	19%

	Cognizer
	savoir_SUJ, croire_SUJ, comprendre_SUJ
	809
	116
	14%

	Perceptor
	apercevoir_SUJ, entendre_SUJ, écouter_SUJ
	543
	103
	19%

	Sound Source
	chanter_SUJ, hurler_SUJ, entendre_OBJ
	402
	59
	15%

	Sleeper
	dormir_SUJ, réveiller_OBJ, s’endormir_SUJ
	350
	73
	21%

	Walker
	marcher_SUJ, courir_SUJ
	256
	76
	30%

	Eater
	manger_SUJ
	191
	61
	32%

	Sensor
	se sentir_SUJ, aimer_SUJ, apprécier_SUJ
	190
	50
	26%

	Helper
	aider_SUJ, sauver_SUJ
	181
	33
	18%

	Edible Entity
	manger_OBJ
	121
	23
	19%

	Metamorphosed Form
	se changer_en, se transformer_en
	120
	24
	20%

	Cared Entity
	s’occuper_de, aimer_OBJ
	114
	23
	20%

	Player
	jouer_SUJ, se diverter_SUJ, jouer_avec
	93
	22
	24%

	Semantic class
	Examples
	SCF
	AF
	Proportion

	Flyer
	voler_SUJ, se poser_SUJ
	90
	24
	27%

	Chased Entity
	courir_après, se sauver_SUJ, courir_IOBJ
	66
	30
	45%

	Metamorphosed Entity
	se changer_SUJ, se transformer_SUJ
	65
	9
	14%

	Drinker
	boire_SUJ
	55
	9
	16%

	Fighter
	se battre_SUJ, se battre_contre
	42
	18
	43%

	Murdered Entity
	tuer_OBJ
	37
	19
	51%

	Maried Entity
	se marier_SUJ, se marier_avec
	36
	8
	22%

	Murderer
	tuer_SUJ
	36
	2
	5%


Table 13- Selected Semantic Classes drawn from verb pattern positions, examples and frequencies when associated with the Type [Animal] (AF) or with any other Type (SCF for Semantic Class Frequency)


These classes are very similar to ‘Frame elements’ used in FrameNet (Baker et al., 2003), they are based on the function or semantic role that a pattern element is endowed with by the verb. In terms of meaning, they can be considered as abstract semantic categories. It can also be noted that different verb pattern positions share in fact similar function, such as the subjects of dire and répondre which share the same role, that of [Speaker], i.e. an entity characterised with the power to speak.


Most productive classes are ordinarily (that is intuitively) associated with the [Human] type, but table 13 shows that nearly 15% of the corpus [Speakers] are [Animals]. This is, as already noted, a fairy-tale account of the [Animal] type and it reveals this kind of corpus specificities. Not all animals however do speak in Fairy Tales. It is a salient feature for cats, tigers, wolves, hedgehogs, sheep, whales, turtles, rabbits, rats, falcons, dolphins, lizards, bears, elephants, ducks, parrots or giraffes. Other animals like octopus, reindeers, pigs, eagles, toads, worms, calves, moles, pigeons, snakes, frogs, snails, horses, dogs and birds do not or barely speak. Analysing in detail semantic class membership, it appears that the class of [Speakers] shows a great overlap with the [Addressee] and [Cognizer] classes.

Table 13 also shows that [Animals] constitute one of the most important class of entities to be chased, the most typical member being veau (calf). They also account for a significant number of [Fighter] and [Murdered] entities, but an animal very seldom acts as [Murderer]. Wolves and goats are among the most important [Fighters] while wolves are preferentially [Eaters], and goats, [Edible Entities].


Finally, a worm is mainly conceived as an [Edible_Entity], a pig as a [Cared Entity]. Eagles, butterflies and birds typically fly, while birds are the only ones amongst them to walk. Frogs, mice and ducks are the most typical animals that an entity can be transformed into.


3.3. Investigating different kinds of unit features: co-collocating collocates


Pattern position already provides a lot of information regarding word usage and natural ontology categories. However, other pieces of knowledge can be extracted from verb patterns. Verbs play an important function which has not been considered yet: putting entities in interaction. For example, the previous study (see 3.2) revealed what kind of entities may act as [Speakers], but not to which entities those speakers do speak. Patterns may in fact offer relevant information like, for instance, what [Animals] eat as opposed to what [Humans] eat.


The method used here is inspired from Williams's ‘collocational networks’ (Williams, 2008) and is applied on verb patterns. Williams has applied collocational analysis to several different corpora and showed how the method of co-collocating words can prove very instructive. Drawing on preliminary works from Clear (Clear 1994), he groups the collocates of words which were already reckoned as collocates. These ‘second-order’ collocates offer additional semantic characteristics for initial key-words. This method was applied to verbs of living like vivre or habiter, which regularly collocate with [Locations] and these were compared to other verb collocates. Table 14 illustrates the results obtained for the [Animal] collocates (the figure next to the name of the animal designates the total number of different collocates):
	Animal
	Location

	chèvre (19)
	montagne (14%), ferme (20%), fosse (33%), terre (1%), maison (1%), cage (14%), marché (12%), salle (3%)

	tigre (13)
	buisson (31%), jungle (38%), branche (5%), magasin (8%)

	escargot (12)
	feuille (44%), branche (11%), champ (4%), chêne (6%), chemin (2%), salle (3%)


Table 14- Locations typically associated with Animals

percentages indicate how much of the collocate is used with the animal


Though the precise locative relationship (with respect to the nature of the verb) is not taken into account, locations can be grouped into classes and animals can be, in turn, classified according to the locations with which they are associated. The main semantic classes which stem from these examples are exterior/interior locations, which may be used to define the animal subclasses [Wild animal] and [Pets]. Tiger and snails are therefore mainly perceived as members of the [Wild animal] category since, for instance, 90% of tiger’s collocational locations, like jungle or buisson (bush), refer to external locations. The goat overlaps between classes, since ferme (farm), maison (house) and salle (room) represent more than 40% of its collocations. In contrast, lizards belong to [Pets] because they rather associated with [Buildings] (table 15):

	Animal
	Location

	lézard (7)
	château (4%), maison (1%), chambre (2%), pièce (5%)


Table 15- Locations typically associated with [[Animal]] “lézard”
percentages indicate how much of the collocate is used with the animal


Shifting to [Imaginary] members, sirens were found to be strongly linked with [Water places] (table 16):
	Imaginary Creature
	Location

	sirène (4)
	mer (9%), île (5%), rivière (5%)

	fée (7)
	palais (20%), nuage (11%), château (1%), ruisseau (4%), puits (5%), salle (3%)

	sorcière (6%)
	laboratoire (20%), chambre (2%), escalier (6%), forêt (1%), cabane (3%), jungle (7%)


Table 16- Locations typically associated with [Imaginary] characters
percentages indicate how much of the collocate is used with the [Imaginary] creature

Fairies (fée) tend to be [Watery] (ruisseau, puits) or [Airy] (nuage) characters as opposed to witches (sorcière), which are characterised with grounded locations (jungle, forêt). What's more, fairies are [Rich] entities because tend to live in lavish places (château, palais) while witches are [Poor] because they are associated with more modest places (cabane). All these facts should help us to build patterns using categories as found in the corpus.
Conclusion


The purpose of this article was to provide an example of the application of CPA on a French corpus of tales. The main difficulty was to answer the high number of predefined general semantic types observed in the same pattern position. It was therefore proposed to reshape the ontology according to the regularities observed in the corpus. Different methods for building such corpus-based ontologies were summarised, basing the study on observed collocations. For instance, the [Edible Entity] was compared to the [Meals] and [Food] category, subclasses of animals like [Flyers], [Chased entity] or [Cared entity] could be identified, even though membership is clearly a matter of typicality rather than necessary and sufficient conditions. Finally, some animals were classified regarding their habitual locations and categorised as [Pets] or [Wild animal] and [Imaginary creatures], as [Watery] or [Airy], [Rich] or [Poor] entities.

Even if CPA was not designed for small corpora, the findings, however, could only be drawn thanks to this method. This is one of the reasons why it is believed that it should be tested on other domains.

The overall approach was to take advantage of existing resources such as lemmas, tags and semantic types to achieve pattern analysis. It was shown that these linguistic categories are often relevant and often challenged by corpus evidence. This means in turn, as repeatedly stated in corpus linguistics works, that caution must be taken regarding the use of general classifications on corpora. Another preoccupation was to account for every occurrence and to avoid drawing a line between regularities and exceptions as much as possible in the analysis. Other steps need yet to be taken in that direction in order to build natural ontologies.
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[Class]: Edible Entities


[Contexts]: manger_OBJ


[Seed Members]: bonbon, friandise, foie


[Preferential Members]: soupe, framboise, ...


[Casual Members]: déjeuner, champignon, chewing-gum, ...


[Unusual Members]: garçon, homme, tortue, chèvre, ...





[Class]: Meals


[Contexts]: manger_OBJ, préparer_OBJ


[Seed Members]: sandwich


[Preferential Members]: biscuit, déjeuner, soupe


[Casual Members]: goûter, fraise, repas


[Unusual Members]: animal





[Class]: Food


[Contexts]: manger_OBJ, trouver/juger_OBJ


[Seed Members]: None


[Preferential Members]: soupe


[Casual Members]: fromage


[Unusual Members]: homme, fille
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