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1. Introduction 
 
The vast amount of electronic texts in the web facilitates the creation of 
megacorpora at a very short time. However, as the corpus size increases, the 
complexity of its management is becoming a serious problem limiting its 
functionality. Furthermore, a great deal of corpus linguistics research is based on the 
quantitative comparison of  small corpus samples, which are drawn from a bigger 
general language corpus based on specific criteria such as authorship, topic, genre, 
register etc (Biber 1993). For these reasons a number of tools have already been 
developed and aim to organize and handle texts in corpora (e.g. Christ 1994, 
Holmes-Higgin et al. 1994). However, most of the developed systems have a 
significant learning curve and limited flexibility regarding the metadata which can 
be used as subcorpus selection criteria.  
 
 
2. Related work 
 
There are a vast number of tools which perform basic text analysis. Some 
characteristic ones are the following: 
 
 
2.1 Wordsmith tools 
 
Wordsmith tools (Scott 1996) are an integrated suite of programs that process 
corpora in many different ways. The suite is mainly consisted of three tools: 
 
• The Wordlist tool which lets the user see a list of all the words in a text, 

set out in alphabetical or frequency order, as well as a number of text 
statistics related to the analyzed corpus.  

• The concordancer, Concordance, which gives the user a chance to see any 
word or phrase in context ― as well as a number of collocation statistical 
data such as horizons, collocated frequency etc. 

• The KeyWords which helps the user find the key words in a text. 
 

In its latest version (ver. 4) WordSmith Tools  are capable of extracting 
collocations, both general and keyword-based, and implement four association 
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measures to compute them, namely the MI, Z-score, MI3 (i.e. MI cubed) and Log-
likelihood. They can also handle multiple files and support XML. 
 
 
2.2 Antconc 
 
AntConc (Anthony 2004) is a free program which can handle txt files (.txt) and html 
files (.html) saved on the user’s hard disk. AntConc allow users to search for 
concordances and then sort the concordance lines in several forms (e.g., 
alphabetically by the node word and by the left side and right side of the node 
word).  

Antconc allows users to look for word clusters and permits the search for 
different sizes and types of clusters. It has a KeyWord feature that allows users to 
choose the list of words to which they want to compare their texts. 

Antconc provides word lists sorted by frequency, alphabetically. It also 
provides frequency lists either by pre-establishing the minimum and the maximum 
number of appearances in the corpus or by searching for a specific word. AntConc 
saves all the output in text files only. 
 
 
2.3 Concordance 
 
By using Concordance a researcher can make full concordances to texts of any size 
or by picking a selection of words from text. The program can also makes 
concordances to html texts saved in the hard disk of the user’s PC. Its user can:  
 
• view a full wordlist, a concordance and the original text simultaneously,  
• browse through the original text and click on any word to see every 

occurrence of that word in its context,  
• edit and re-arrange a wordlist by drag and drop, 
• search, select, and sort words, 
• identify which section of a text each citation comes from, 
• display the words together with their contexts which can vary by length or 

sense-unit. 
 
 
2.4 Monoconc 
 
Monoconc is mainly a concordance tool. It can handle multiple text files in different 
languages and their contents can be viewed from within the concordancer. The 
major functions of the tool are: 
 
• Concordance: word (or part of word) or phrase concordance search. An 

“Append search” option allows the results of a new search to be added to 
the results of a previous concordance search. A larger (multi-line) context 
can be displayed for a selected concordance line.  

• Sort: Concordance results can be sorted 1L (First Left), 1R, 2L, 2R, as 
well as by search word and by text order; it also allows primary and 
secondary sorts. 
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• Wordlist: a word list function provides a frequency count for the words in 
the corpus (with display in alphabetical or frequency order). In addition, 
the frequency of collocates of the search word (2L, 1L, 1R and 2R) is 
calculated. Specific words can be excluded from these frequency counts 
using a user-made stop-list.  

• Display/Output: A “hide keyword” option is available and the search 
results can be toggled between a KWIC format and sentence mode. The 
concordance results can be saved to a file and/or printed. The name of the 
source file can be saved along with each concordance line. 

 
 
2.5 Textstat 
 
TextSTAT is a free program which can handle txt files (.txt), Word files (.doc) and 
html files (.html). It contains a Web spider that captures the text directly from the 
Internet. The users can type the Web address and choose the number of pages they 
want the Web spider to include in the corpus. 

TextSTAT apart from providing concordance lines based on the uploaded 
texts, it also contains a feature named “query editor,” which permits the localization 
of collocates. 

TextSTAT provides word lists sorted by frequency, alphabetically. It also 
provides frequency lists either by pre-establishing the minimum and the maximum 
number of appearances in the corpus or by searching for a specific word. 

The program can save the word lists in CSV (comma-separated values 
format) or Excel files and the concordances on text or Word .doc type files.  

All of the above tools presented give the user a lot of functionality as far as 
basic text analysis features are concerned (concordance, extraction of 
wordlists/keywords lists etc). However, they do not address two major issues: 

 
• Metadata extraction and management. 
• Extraction of quantitative data from the analyzed corpus and merge with 

its associated metadata information.  
 
 
3. Tool presentation 
 
We are entering a new era in the World Web and (to be more specific) in the design 
and the creation of the Semantic Web with the use of metadata and metatextual 
information more generally. In the Semantic Web there is an increasing need for the 
use and process of big collections of texts which should be constituted by 
commented texts providing rich metadata information. 

Corpus manager is different in its aim from the tools which were presented 
earlier. It was designed to give the ability to the user not only to execute basic text 
analysis in texts or collections of texts but also to perform statistical analyses and 
combine them with metadata information about the processed text. This 
functionality enables the user to create automatically vector representation of 
documents in a number of linguistic attributes which can readily be submitted to 
machine learning of statistical analysis software in order to analyze further the data. 

Corpus Manager is a tool which provides the ability to the user of processing 
corpora that are accompanied by a file of metadata (file of a description for each file 
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in each corpus). As minimal information each file of metadata should have the place 
of the file in the user’s hard disk. For those corpora that they do not have a metadata 
file, Corpus Manager provides the user with a relative tool so that he/she can 
produce an elementary metadata file. This tool enables the user to produce not only 
this simple metadata file (which includes only the place of the text file in the user’s 
hard disk where the corpus is stored) but also an information “rich” metadata file, if 
that information can be extracted from the text files which the corpus consists of. 

By the use of Corpus Manager the user can regroup the files in a corpus 
according to metadata information. This is particularly important because the user 
can perform statistical analyses based on a number of metadata attributes of each 
text file such as topic, genre, year, author etc.  

Apart from performing statistical analyses in a corpus or parts of it, Corpus 
Manager can be used for the automatic creation of a sub-corpus from an initial 
corpus. The user selects specific criteria on the metadata of the text files of the 
initial corpus and the program creates a sub-corpus based on the user’s selection. 
These subcorpora can be “physical” (i.e. they are created and saved in the hard disk 
of the user) or “virtual” (i.e. they are only created during the process but they are 
not saved anywhere). 
 
 
3.1. Creation of a sub-corpus 
 
As it is already noted, the user of the program can create a corpus of text files which 
will be a subset of a bigger corpus (it is saved in the hard disk of the user) (see 
figure 1). The new corpus not only will contain the text files from the initial corpus, 
but it will also have its own metadata. The new metadata file will have the same 
structure as the metadata file of the initial corpus. The new corpus will be stored in a 
folder in the hard disk of the user (the name of the folder is entered by the user).  

This corpus will be available to the user for further analyses and process 
with the other units of Corpus Manager.  

 

 
 
Figure 1: Sub-corpus creation 

 
In order to create a sub-corpus the user must select criteria (see figure 2) 

which will be applied in order to form the new corpus. These criteria can be:  
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• The exact number of words of the text files of the initial corpus. 
• A percentage of words of the text files of the initial corpus.  
• The exact number of text files of the initial corpus. 
• A percentage of text files of the initial corpus. 

 
 

 
 
Figure 2: Criteria selection for the new sub-corpus. 

 
 
The files included in the sub-corpus are randomly selected from the initial 

corpus. Whenever the user wants, he/she can see the names of the files selected and 
he/she can update the sub-corpus (select other files from the initial corpus or remove 
any of the already selected files).  

For example the user can select the new corpus to be consisted of files from 
the initial corpus that have 1000 words overall or 25% of the total number of words 
in the initial corpus or 150 files from the initial corpus or 50% of the total number of 
files in the initial corpus. 

These criteria can be set either independently of the information stored in the 
metadata file of the initial corpus or by selecting one or more categories in the 
metadata file.  

For example the user can decide that its new sub-corpus will consist of files 
that will belong to the topic category “History” (25%), to the category “Politics” 
(30%) and to the category “Environment” (45%). If the user gives numbers that 
don’t sum up to 100% (e.g. History 2%, Politics 1%, and Environment 1%) the 
program will convert them suitably (e.g. History 50%, Politics 25%, Environment 
25%). 
 
 
3.2 Conditions for the creation of a sub-corpus 
 
Before the creation of the sub-corpus, the user can choose to display the names of 
the files which have been selected from the initial corpus. Therefore, if he/she 
wishes to, he/she has the opportunity to replace or even add other files (manual file 
selection).  

When the new sub-corpus is created, it is accompanied by a metadata file 
(see figure 3) and it is henceforth ready for any process. In other words it has the 
same characteristics as the corpus from which it was created. 
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Figure 3: Example of metadata file. 

 
 
3.3 Quantitative analysis of corpus data  
 
3.3.1 Quantitative text analysis. 
 
The user is provided with the ability of producing various quantitative analyses that 
concern words, sentences, sets of characters etc. More specifically, the user has the 
ability to calculate:  
 
• The frequencies of all different words which are contained in the corpus 

files.  
• The word length spectrum that is the frequency of 1 character words to 14 

character words in the corpus. 
• The average word length of each text measured in characters.  
• The sentence length of each text in the corpus measured in words.  
• Vocabulary richness measures such as Yule’s K, and Type/Token ratio 

(Tweedie and Baayen 1998). 
 

The above analyses can apply to all or in some of the files in the sub corpus. 
If the user wants to apply the above analyses in a specific number of files in its sub-
corpus, he has the ability to select the files in two ways: 

 
• Automatically using random selection.  
• Manually establishing specific criteria which are of the same type that the 

user utilizes for the sub-corpus creation (see figure 4).  
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Figure 4: Criteria selection for quantitative text analysis. 

 
 
An example of the results obtained is shown in Figure 5: 

 

 
Figure 5: Example of result file in Excel 

 
 
3.3.2 Multiple automatic analyses 
 
Corpus Manager, implements a module which can perform automatically multiple 
comparisons in frequency wordlists. The aim of this tool is to compare the lexical 
frequency in different subcorpora which vary systematically in specific metadata 
values. An example could be the investigation of the topic influence in word 
frequency. Corpus manager can create a number of subcorpora in different topics in 
which the percentage of words in each topic is systematically manipulated in 
relation to the others. In such an example we can compare a number of frequency 
wordlists that represent subcorpora with topics which vary in relation to the words 
that each topic contribute to the sub-corpus (e.g. First Wordlist: Sport 33,3%, 
Politics 33,3%, Culture 33,3%, Second Wordlist: Sport 20%, Politics 40%, Culture 
40%, Third Wordlist: Sport 40%, Politics 20%, Culture 40%, etc.).  
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The user should create a file of parameters-commands which will activate 
the above automatic analyses. Theoretically the user has the ability to create as 
many analyses as he wishes. Practically, however, he/she is limited by the Excel file 
format (that is the appearance of only 256 columns).  

All the analyses are executed one by one and the results are exported to a tab 
delimited file in .xls format (Microsoft Excel). All the word frequency lists resulted 
from the different subcorpora specified by the user are presented in the results file 
and each frequency wordlist is aligned in word level in order to facilitate word 
frequency comparisons.  
 
 
3.4. Auxiliary tools of Corpus Process Unit 
 
In order to accelerate the process of word searching and frequency counting, the 
following two techniques have been used in the Corpus Process Unit: 

i. The first technique that we named “Types Dictionary in the File (TDF)” 
creates a metadata structure for each text of the corpus.  This metadata structure is 
stored by the program as a textfile in a folder named “tagfile”. Each metadata file 
contains: 

a. The number of all the words in the file. 
b. The number of the different types of words in the file. 
c.  The list of all types of the words in the file and their 

frequency in it. 
If the TDF technique has not been used, Corpus Manager searches for the 

frequencies of words using the following procedures: 
1. Reads the text and searches for the existence of tags which should be 

removed.  
2. Identify the words of the text, one by one.  
3. Identify the different words of the text. 
4. Calculate the frequency of each word. 

 
With the use of the technique TDF, only the third step is executed. The first 

two steps together with the fourth one are not needed because the particular 
information already exists in the TDS files stored in “tagfile” folder. 
 Thus, the speed in the search of frequencies of words is particularly 
improved by using this technique. If a user wants to use it, he must make the TDF 
files for the corpus the first time he will use it. The production process of the TDF 
files requires almost the same time as the one required for a simple search of the 
unique types in the corpus. Once the TDF files are produced, they are available to 
each user of the Corpus Manager. 

 
ii. The second technique, which we named ‘Types Dictionary in the Corpus 

(TDC)’, aims at improving even more the processing time during the search of word 
frequencies. More specifically the process steps, each time the user asks for a list of 
word frequencies in a corpus, are the following:  

1. The process unit of the Corpus Manager reads all the corpus files one 
by one. 

2. From each file the Corpus Manager collects all the words. 
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3. The Corpus Manager classifies each word in a list in the computer 
memory (in case this word is not already located in the list). In case 
the word is located in the list, the unit increases its frequency by one.  

 
        Ιn order to improve the total processing time, each processing step has to be 
improved. In fact the processing times of steps 1and2 do not accept further 
improvement than the one achieved by the TDF technique. During speed 
experiments we noticed that most of the time was consumed in the registration of 
each new word in the list (step 3) and not in the increase of the frequency of a word 
already existing in the list (the time necessary for the increase of the frequency is 
negligible). Moreover, we noticed that the time required for sorting each new word 
was much more than the time required for both the first two steps and more 
particularly when the number of the different words in the list was substantially 
increased. 

In order to achieve a substantial decrease in the processing time during the 
word frequency searching, we should decrease the sorting time of the new words in 
the list in step 3. Yet, this is not possible, as the sorting algorithm is standard. 

Having reached this point we decided to create in each corpus a ‘file of types’ 
(types dictionary). The first time the user uses the corpus, he will follow all three 
steps in order to produce a file with the corpus types. After that, each time a tool 
unit executes a word frequency search in the corpus, it utilizes this file and simply 
calculates their frequencies in the files of the corpus.  

If the user wants to produce a file of types, he uses the procedure “Creation of 
Types Dictionary in the Corpus (TDC)”. The production procedure of the types file 
requires exactly the same time as the time required for the process of calculating the 
frequencies of the types in the corpus, but it has the advantage of being executed 
only once and the results are directly utilizable by all the users of the software. The 
use of the TDC improved drastically the processing time. More specifically, the 
word frequency searching requires about the 1/30 of the initial time (the time in 
which neither the first nor the second techniques are used) in a corpus of 1.500.000 
words. 

It should be noticed that the two techniques (TDF and TDC) can be combined 
for even higher processing speeds. Furthermore, the software provides the user with 
the possibility to join files of types coming from different corpora, as well as to 
utilize in another corpus the types file coming from one corpus. 

The following graph displays the times required in order to find the types 
frequency in a corpus. The corpus under examination consisted of 515 files with a 
total of 1.663.067 words. The computer used was a HP having a PII processor at 
450 MHz.  
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Processing Time using the TDC 
technique  27"

Processing Time using the TDF 
technique  19' & 12"

Processing Time without using 
any technique  20' & 14"

Proccesing Tim

 
Figure 6: Processing times of different search techniques 

 
 
In the Figure 6 above, it should be noted that the time needed for the creation of the 
TDC file is 20΄:14 ́ ́, while the time needed for the TDF files is 2 ́:52 ́ ́. 
 
 
3.5 Word frequency counting 
 
The search of specific words or word groups is particularly useful in corpus 
linguistics research. Corpus Manager can search and count the frequency of: 
 
• words 
• phrases 
• word groups or phrase groups  

 
The user is able to form complex queries using the following search criteria:  
 
• The word position within the sentence (left, right, justified, etc.). 
• The word’s case (uppercase, lowercase, etc.). 

 
 

3.6 Initialization of the Corpus process unit  
 

The user of the Corpus Manager can customize a number of processes. More 
specifically, the user can: 
 
• Determine the word separators from the ASCII table. The tool provides 

the possibility of using various word separators on the right and the left 
side of the words.  
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• Determine which file types will be identified by the software as metadata 
corpus files. These types will appear in the interface during the search of 
the corpus.  

• Determine how many and which words will be stored in the results file 
after the corpus process. This choice can be done either on the basis of 
their highest frequency or on the basis of their lowest frequency in the 
corpus (e.g. the first 100 or the last 10), or on the basis of their position in 
a sorted list (e.g. the 7th, 15th and 50th) or on the basis of a combination of 
the afore mentioned (e.g. the 1st, 11th, 21st, and 51st-100th). 

• Finally, determine if every file described in the metadata corpus file is 
stored in the hard disc. The control of the existence of the files contained 
in the corpus is a very important and has been added in order to eliminate 
errors made during the process. Unfortunately, it burdens significantly the 
process time.  

 
In addition to the above mentioned, the tool uses two parametric command 

files which are formatted in a predetermined way. 
In the first one, the line delete command file, the user determines which lines 

will be deleted and will not be analyzed into words, sentences or any other linguistic 
unit.  

In the second one, the text portion delete file, the user determines which 
characters set will be deleted from the processed file. The user creates the command 
file by simply writing these words in this file. Moreover, the user can define two 
sets of characters: the beginning set of characters and the end set of characters. If 
the two sets of characters belong to the file to be processed, then the text between 
them as well as the sets of characters themselves will be deleted. In this way, the 
user can delete a big part of the useless part of the text. An example of character sets 
of this type (i.e. ‘from’…… ‘to’) are: ‘<‘, and ‘>‘. In this way the software deletes 
all tags. 
 
 
4. Future objectives for “Corpus Manager” 
 
Further development of the Corpus Manager aims to add more functionality such as: 
 

1. Incorporation of concordance display of the searched words (the word is 
presented in the centre while parts of the sentence are displayed on the 
right and on left of it). 

2. Addition of new statistical analyses. 
3. N-grams search (e.g. the 100 more used 3-grams). 
4. Provide graphical user interface in order to view specific statistical 

analyses (e.g. word dispersion). 
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