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1 Introduction

In this paper we present work on using dependency structoragprocess of auto-
matic sortal interpretation of German nominalisationshwiting such asMessung
(‘measurement’) oZahlung(‘count’). Many such-ung nominalisations are ambigu-
ous with respect to their sortal interpretatia. (Ehrich and Rapp (2000) - who lean
heavily on McCawley (1968) and Lakoff (1972) - for the notiohsortal ambigu-
ity). In section 2.1 a more detailed discussion on sortaliguity as regards German
-ungnominalisations is given.

We are working towards a system for data extraction fromgstpxt that is able to
carry out sortal disambiguation. Given the productivitytiod -ung-formation process
in German ¢f. Esau 1971 and Scheffler 2005) and the high frequencymg nomi-
nalisations in text¢f. Knobloch 2002 or Osswald 2005), this ability is relevantpag
others, for question answering or high quality informatextractiors.

In the first part of this paper (section 2), we discuss datadog nominalisations
and the methodological bases of our work on their sortaljpmétation. We present a
preliminary case study on phenomena in the context oftihg nominalisationsVles-
sung Zahlung and Schatzund'estimate’), and the potential of these contextual phe-
nomena to constrain the sortal interpretationwfignominalisations (see section 2.2).
From a descriptive point of view, such phenomona serve abkcators” of sortal read-
ings. For the automatic sortal interpretation processykedge about reading indica-
tors is explicitly formulated as constraints which are agxbto a given nominalisation.
We model the sortal interpretation as a process of increahspecification where the
context of a given nominalisation is used for its sortaliptetation (section 2.3).

The system we are conceiving will process tagged and pasguis data, thus
we do not have any discourse representations availabldwgudeyond the sentence
level. This means that the largest context available intkerpretation process is the
sentence context. The order in which different constraantsapplied is crucial to the
sortal interpretation of a nominalisation at the senteegell We demonstrate (also in
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Figure 1. The Sortal Interpretation of GermamgNominalisations

section 2.3) that the sortal interpretation of a nominalgadepends on the syntactic
analysis of the sentence in which it occurs.

In this paper we consider a dependency analysis as the sigraaalysis underly-
ing the interpretation process. In section 3 we show by meéas example how the
process of sortal interpretation can be operated on a depegdnalysis.

With the sortal interpretation of a nominalisation in a sgrte depending on the
precise syntactic analysis, the process of its derivagasensitive to syntactic ambi-
guity. We are developing an underspecified representafiambiguous dependency
structures which assembles all possible syntactic readifgction 4 outlines options
for an underspecified syntactic representation based cendiemcy structures.

In section 5, we propose an encoding of (underspecified)rabpey structures in
the framework of thé&.inguistic Annotation FrameworfL AF, upcoming ISO standard,
cf. Ide and Romary 2006): being able to annotate underspecdg@sentations in
the corpus will allow us to share the results our syntactiysis with other corpus
linguists.

2 Background

This section gives some background information on the kartdiguity of German
nominalisations withung and for the interpretation method presented later.

2.1 Ambiguous German Nominalisations with-ung

To account for the sortal ambiguity of nominalisations, atotogy of reading types is
commonly used, which distinguishes, according to Ehriath Rapp (2000), between
eventualities and objects.



Eventualities. Ehrich and Rapp subsume processes, events, and stateshencien-
cept of eventualities taken over from Bach (1986).

Events refer to telic actions whereas processes refer lic atgions. According
to Moens and Steedman (1988) processes as well as events sanrbas event com-
plexes that are an association of a goal event, or “culnonatwith a “preparatory
phase” by which it is accomplished and a “consequent stalt@twensues.

States (result states as well as non-result states) reésetatualities that do not have
a dynamic preparatory phase. Result states (&ligperrungroadblock’), in contrast

to non-result states (e.@@ewunderundadmiration’), are caused by a preceding event.
Therefore, we distinguish between result states and otlegtealities (including non-
result states).

In the following, processes, events and non-result staiteseéerred to bye, result
states are referred to Is*.

Objects. Objects refer to physical as well as abstract objects. Theyeferred to
by non-e/non-$°*.

Except for non-result states and objects all classesuofj nominalisations df.
figure 1) refer to some phase in the event complex as it is thestby Moens and
Steedmandf. Moens and Steedman 1988): result states refer to the pbstraiion
phase, and events and processes refer to the whole evenesofmpus, it is especially
challenging to keep them apart. To this end, Ehrich and Rappgse a number of
distributional tests:

1. Only eventualities allow to refer to phases of the evemtsid can be combined
with process modifying predicates (b):

(@ Die Verfolgung des Taters / Die Absperrung des Geldndes
Thepursuit the perpetrator/ Thecordon the area
beginnt / hort auf / wird unterbrochen.
starts /stops /is interrupted
‘The pursuit of the perpetrator / The cordon of the area stastops /
is interrupted.’

(b) die umstandliche / vorsichtige Verfolgung des Téters /
the awkward / cautious  pursuit the perpetrator/
Absperrung des Gelédndes
cordon the area

‘the awkward / cautious pursuit of the perpetrator / cordbiine area.’

2. Result states can be combined with stative predicatemn(hjvith predicates of
perceptibility (b) (summed up as “static predicates”):

4According to Vendler (1967) events are “accomplishments! ‘sachievements”, and processes are
“activities”.



@) die bestehendeAbsperrung des Geldndes

the existing  cordon the area
'the existing cordon of the area’

(b) die vorgefundene/ kartographisch registrierte Absperrung des
the found / cartographicallyregistered cordon the
Gelandes
area

'the cordon of the area found / cartographically registered
3. Duration predicates can only occur together with proegessid result states:

die tagelange Verfolgung des Taters / Absperrung des Geldndes
the lasting for daygursuit the perpetrator/ cordon the area

'the pursuit of the perpetrator / cordon of the area lastorgays’

4. Events can go together with time frame predicates (a) lagygdllow to refer to
the incremental progression of the event (b):

€)) die in zwei Tagenerfolgte Absperrung des Gelandes
thein two days accomplishedordon the area
'the cordon of the area accomplished in two days’

(b) die allmahliche Absperrung des Gelandes
the gradual cordon the area

'the cordon of the area completed step by step’

The distributional tests show that event nominalisatiom$ @esult state nominalisa-
tions are distributed complementarily.

2.2 A corpus-based case study eting nominalisations:
Messung, zhlung, Schatzung

On the basis of newspaper text from Beittgarter Zeitung1992/93, total ot. 36 M
words), we manually analysed the readings of a few (senalhtielated) nominal-
isations: Messung(‘measurement’) Zahlung (‘count’), Schatzung(‘estimate’) and
their compounds. For each nominalisation, at least 100usospntences were sortally
classified and sentence contexts analysed.

2.2.1 Sortal Readings oMessung

The nominalisatioMessung‘measurement’) is two-way ambiguous: it allows for an
event interpretationdj, and for an object interpretationgn-€)°.

SFor the sake of convenience, we do withaoh-s¢* since there is no result state interpretation of
Messung



The event reading aVlessungefers to the process of measuring. Sentence (1) is
a typical context folMessungas an event.

Q) die Messung des Erdumfangs durch Eratosthenes
the measuringhe circumference of the earty =~ Eratosthenes

‘the measuring of the circumference of the earth by Eratrstls’

The object reading refers to the result of a measuring psydes to data or figures.
Sentence (2) is a context fMessungas an object.

(2) Die Messungen liegen unter dem zuldssigen Grenzwert von 250
Themeasurementge  underthe acceptablecritical valueof 250
ppm
‘The measurements are lower than the maximum permissithle \at 250
ppm.’

2.2.2 Indicators from the context for sortal disambiguatian

To decide about the sortal interpretation of-amg nominalisation, humans seem to
use lexico-semantic and syntactic reading indicators filoercontext.
Many lexical indicators are combinatory constraints, faggfrom preferences for
general (ontological) classes, (el@uman, agentive] for the durch-phrase in (1))
over selection restrictions (the reading kdgen in (2) requires a subject of kind
[datal), to lexeme-specific combinations such as the support \@nbtauctionMes-
sung+durchfiihreflit: ‘execute measurement’, ‘carry out’). Some such comaibory
constraints underlie the distributional tests proposedbsich and Rapp (2000). We
list more such indicators, derived from tBguttgarter Zeitunglata in tables 1 and 2.
In a given sentence, the indicators may appear in differgntastic structures;
for example, the support verb constructidessung+durchfiihremay come as a
verb+object pair, as a prenominal participtéufchgefiihrte Messungetc.. automatic
sortal disambiguation thus has to be based on syntactilmgarMoreover, roughly
synonymous indicators may belong to different word classksthe duration predi-
cates in table 1. This suggests that more abstract syntagtiesentations are more
adequate for disambiguation.

2.2.3 Indicators in actual corpus data

Tables 1 and 2 contain, among others, verbs serving as geadiicators. However,
not all verbs have sortal preferences, and there are sergevitere the context does
not provide any hints for the sortal disambiguation of thvag nominalisation, i.e.
where its sort does not matter and remains ambigucius3j



# Type Examples

1 Reference to event phase nominalization as a subject:

Messung geht weiter, beginnt, endet

nominalization as an object:

Messung aufnehmen, fortsetzen, abschliel3en

2 Duration predicates verbs:Messung dauert (x lange)

adjectivesfortlaufende, kontinuierliche M.,
viertagige Messung

nouns:Dauer der Messungen

temporal PPwahrend der Messung

3 Selection restrictions on the obje¢tMessung anordnen, vorschreiben,

of verbs of ordering Messung veranlassen
4 Lexical collocations support verbs + objectMessung + durchithren,
Messung + vornehmen
verb + subjectMessung findet statt
5 Temporal/local adjuncts Messungen an Stral3en, Messungen im Mai

Table 1: Event reading indicators

# Type Examples

1 Static predicates Messungen liegen vor

2 Selection restrictions on verbs subject:Messung liegt bei x
indicating a value

3 Use with verbs of proving subject:Messung belegt, beweist, zeigt, dal3

instrument/cause:

jmd zieht aus Messungen den Schluf3, dal3 .}.;

jmd beweist mit Messungen, daf3 ...

4 Use in PP-adjuncts of type nach Messungen , laut M., M. zufolge
“citation”

Table 2: Non-event reading indicators

3) Die Kiirze der Haare spielt bei solchen Zahlungen iibrigens keine
the lengththe hair plays with such  counts by the wayno
Rolle
role

‘Hair length is by the way irrelevant for such counts’

On the other hand, many sentences contain more than onatodi©ften these
jointly suggest a given reading, but there are also casesawhe indicators presentin
a given sentence do not support the same reading. Sentérnisafdexample:



4) Wir beschreiben Messungen  [auf den Seychellen., [die Anzeichen
We describe  measurementsn the Seychelles thatindications
des Klimawandels zeigen,,on—c.
the climate changshow

'We describe measurements on the Seychelles that shovatiatis of the
climate change.

auf den Seycheller an indicator for the event reading: itis a local adjurntt {able 1).
The relative clausdie Anzeichen des Klimawandels zeigeth zeigenas predicate is
an indicator for the object readingeigenbelongs to the class of “proving verb<f(
table 2).

Nevertheless, the nominalisation does not (necessaeiypin sortally ambiguous at
the sentence level. The human reader is perfectly able égorgt the nominalisation
as an event or as an object — at the latest when he considegeadantext window
than one sentence.

2.3 Incremental sortal Specification in Context

As example (4) shows, indicators may appear in differentgdan the syntax tree;
consequently, the syntactic structure of a sentence maydraimpact on the interpre-
tation of-ungnominalisations it contains. In one reading of (4), thetre¢eclausedie

... zeigenmodifiesMessungenas the proving verlzeigenrequires a non-event sub-
ject, Messungerns then to be interpreted in its object reading. In anothadirg, the
relative clause may be attached to Seychellen, and consiywee get a complex PP
aufden Seychellen, die Anzeichen fur den Klimawandelaeiyhich is an adjunct to
Messungen. As the nominalisation is then embedded underdiveverbbeschreiben
which has no preferences for event vs. non-event objeasidian can receive either
interpretation in this context.

These examples show that structural syntactic ambiguity Inaae an impact on
the sortal interpretation ofung nominalisations. We propose an incremental inter-
pretation algorithm which starts from the bare nominalaand takes increasingly
larger amounts of context into account, by walking up the@ytree of the sentence
to be analysed.

The sortal interpretation of the nominalisation is “defbles’ as long as there is a
larger context that is relevant for the interpretation @®s; thus, within a ‘local con-

text’ (e.g. a noun phrase) a disjunction of all possible gal(e | non-e | <e 0
non-e>)® is available which carries a ‘local preference’ for one jgattar value. This
preference is defeasible as long as the window of observatia grow. Only at the

b<e G non-e> reads event or object.

’As regards our concept of “defeasible” and “indefeasibtetal interpretations, we lean on Alshawi
and Crouch’s concept of “believed” vs. "unbelieved” in theionotonic semantic interpretationf(
Alshawi and Crouch 1992).



sentence level, where the context for interpretation cagnmv any more, the inter-

pretation is “believed” and thus becomes indefeasiblehidense, our specification
process is monotonic in so far as growing context and canssrantroduced by this

context lead to a specialisation of the sortal annotatiomfa smaller context up to the
sentence context.

2.4 A Constraint-based Algorithm

The core idea of this specification process is that the rgaiditicators that enter the
context while it grows incrementally introduce constraitthat can be applied to a
nominalisation in its current context. The specificationgass follows the algorithm
given below:

1. The “bare™ungnominalisation (i.e. the nominalisation in its null cortdexhich,
. . . +
obviously, is sortally ambiguous gets the sortal type U non-e>.

2. Then, all sibling nodes are considered: before a sibliodenis added to the
“active” contex®, it is checked whether it dominates an indicator.

3. If so, the indicator introduces a constraint over therprietation of theungnom-
inalisation in its current context.

4. The constraint is applied, and the sibling node is addeitidocontext of the
nominalisation.

5. The procedure is repeated until the sentence node isgdach
See Spranger and Heid (2007) for more detailed examplefiéapplication of the
algorithm outlined above.
The Main Constraint and a Type Conversion Function. Supposed:

e U= {x, xis a-ungnominalisatior}

emcU

e ung-sort = {e, $°, non-e/§*}

® o, € ung-sort

We define a constraint C . that has the following two properties:

<auB,a>

1. C m =m
<o¢L+Jﬁ,o¢>( ozLJjﬁ) «

2. C<at)6,a> (mﬁ) = Mo

8«Active” context is used in the sense of “active” edges inrtiparsing.
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In order that the constraint be applicable tg we define a type conversion functien

o 7(mg) = M 45

2.5 Dependency Structures

A dependency structure describes a syntactic analysis erfi@isce in terms of words
linked by a directed, pair-wise relation of dependency leefmvgovernor and depen-
dent. Each such dependency link is labelled with the syiataclte® the dependent
bears with regard to its governor. We depict a dependencictsie as a directed
acyclic graph with edge labels, which in turn can be seen asa slependency triples
of the formRole (Governor, Dependent).

As dependency is a directed relation, we can (somewhainatby) say that a gov-
ernor is situated higher in the dependency structure tteadependents. In addition,
we can extend pair-wise dependency to a transitive relatibims allows us to de-
fine substructures consisting of nodes which are trangitiyeverned by a particular
governor.

Valency controls which (classes of) words may be governea tgrtain word. We
extend the notion of valency to cover adjuncts (besidesgropmplements). This
means that e.g. the valency of a verb also covers the pagsidiilattaching a PP,
but excludes relative clause attachment. When we need tgobsdible points for
attachment of complements, we exploit this knowledge.

In the dependency graphs pseudo-edges relate nodes ofggbedimcy graph to
words. Pseudo-edges have no theoretical status.

3 Using Dependency Structures to guide Context Se-
lection in sortal Interpretation

As shown in 2.3 (and as also presented in Spranger and Hed \R&ortal interpre-
tation of a German nominalisation witung in a sentence depends on the syntactic
reading of the sentence. The syntactic structure detestireeorder of contexts from
which indicators for the sortal reading are drawn. In thisties, we will show how a
dependency structure can be used for this purpose by giataglsl on the interpreta-
tion process.

The problem of role ambiguities is not addressed in this pape are aware of the
fact that e.g. subject-object ambiguities may have an itnpaattachment of relative
clauses, but it is not yet clear in how far role ambiguitiegehan impact on the sortal
interpretation process.

%We use the following role label$B — subjectpBJ — object,PCOMP — complement of a preposition,
DET — determiner of a noumoD — adjunct to verb or nourGR — postnominal genitiveRSK — separated
verb particle in right sentence bracket.



All dependents of a word are equally attached, no matter it linear order is
or whether the relation of one dependent to the governotasés’ than that of another
dependent. In these cases, we need additional grammaimalédge in order to guide
context selection. This knowledge can be added to the grarbynadding a separate
layer which accounts for linear precedence (e.g. by emptptopological fields, as in
Duchier and Debusmann 2001). Another way might be to impasardering on the
valency frame of a word, thus selecting a dependent firsthvisicanked higher.

We will show the interpretation process for the sentencexamgle 5, assuming
that it has the syntactic reading with the structure givefigare 2.

(5) Die den Havelzander von unzuléssigen Giftbelastungen
Thethe Havel zandefromimpermissiblgollutant burdens
freisprechenden Messungen fanden im Januar statt.
clearing measurement®ok in Januaryplace

‘The measurements clearing the Havel zander from imperbiéspollutant
burdens took place in January’

The sortal interpretation d¥lessungernn example 5 proceeds as follows:

1. We start with the nominalisation itself. Using the lexiantry forMessungwe
determine its sortal type asl non-e.

2. The first context to be taken into account consist8etsungerand its depen-
dentden Havelzander von unzulassigen Giftbelastungen fest)iendenfreis-
prechenis identified as a proving verb (‘prove that not’) and thus oses the

constraint C . (cf. table 2). This constraint is applied Mes-
<eunon-—-enon—-e>

sungenThe active context is nowen Havelzander . . . freisprechenden Messun-
gen

Next, we consider the articldie, which does not impose any constraint. Thus
we can simply add it to the contex¥lessungeras no further dependents.

3. Now we set focus on the immediate governorMéssungen- this node is
stattfanden Stattfindenindicates an event reading, as does the temporal ad-
junctim Januar
The event reading constraint obtained fréanden im Januar statannot be ap-
plied immediately. At this point in the interpretation pess,Messungemas
been found to bear a non-event reading. Thus, we applyyibe conversion

functionr (see section 2.3) and obtain the t}epérJ non-e for MessungenNow
the constraintimposed fgnden im Januar statan be applied, anblessungen
is interpreted as an event at the verb node.

4. As there is no higher node (and thus no larger contexgrpnétation stops, and
Messungeris interpreted as an event at the sentence level.

10
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Figure 2: The reading of (5) used in section 3

4 Underspecified Representation and the sortal Inter-
pretation Process

In order to efficiently store and process syntactic analpdesnbiguous material, we
suggest an underspecified representation (USR) of depeyndéenctures.

Ouir first step will be to discuss the basic assumptions andiderations behind
the underspecified representation we devise. We will usendriguous example for
this purpose, again focusing on structural ambiguities, @assume that we knew all
possible readings and outline a way to represent them.

We proceed by showing how we can reconstruct all possibldimga from the USR
we propose, and how the interpretation process outlinedatian 3 can be integrated
into the reconstruction process.

To be usable in the process of constructing an underspecdjgesentation like
the one discussed here, a parser must meet a set of requiseMéerwill discuss these
in section 4.3, along with the distribution of knowledge e process.

4.1 Representation

We will use example 4 (repeated below as example 6) to prekentonsiderations
underlying the process of constructing an underspecifipesentation.

(6) Wir beschreiben Messungen auf den Seychellen, die Aheaifur den Kli-
mawandel zeigen.

Example (6) has the following four readings

1. The PPauf den Seychelleiis adjunct to the main verlbeschreiberand the
relative clauselie . .. zeigens a modifier toMessungen

11



2. The PP again modifies the main verb, Uig . . . zeigermodifiesSeychellen

3. Inthe third reading, both the Rfif den Seychelleand the relative clause mod-
ify Messungen

4. Finally, Messungermmay be modified by the PP, while the relative clause again
modifiesSeychellen

Fragments. If we compare the syntactic structures of the four readirfgsxample
(6), we observe that all of them can be partitioned into tifwr@gmentsf;, f, f3 whose
internal structures (i.e. the set of pair-wise dependeramel the respective roles) never
change:

fi Wir andMessungeralways depend oheschreiben
fa Seychelleralways governs its articldenand depends oauf,

f3 the relative clausdie Anzeichen fur den Klimawandel zeigalways has the same
internal structure.

The dependency relation between a fragment governor gefgor fragmentf,) and
its respective governor is not considered as being a pahefragment proper. We
depict the fragments assigned to example (6) as structoressting of solid arrows
in figure 3.

Constraints on Combinability of Fragments. The aim of constructing an under-
specified representation of a set of syntactic structurdée sncode all knowledge
present in these structures as efficiently as possibleetétis no alternative for attach-
ing a specific node to the whole structure (e.gauf den Seychellewe have only one
way of attachingSeychellerto auf), encoding this pair-wise dependency immediately
is efficient. However, if we have several options for attagha specific node (e.g.
the PP governoauf in example 6), we can either encode all alternatives exjlior
resort to aconstraintwhich allows us taeconstructall alternatives.

The approach to an underspecified representation of dependtructures pre-
sented here is based on the observation that each readingngrto a specific ar-
rangement of fragments (which are ordered with respectaalt#pendency relation).
We formulate explicit constraints on the arrangement ofjinants which cover all
possible arrangements. Later, all possible readings aenstructed by arranging
fragments according to the constraartd by attaching the fragment governors in a
way consistent with the grammar.

For the fragments; and f;, we can find the following constraints on fragment
order:

12



e f5 can be attached to the main vdreschreibemr to Messunger- in both cases
the PP is attached to the fragmeint Thus we can formulate a constraint which
indicates thatf;, must be positioned beloy; (and leave it to the reconstruction
phase to use grammatical knowledge to determMiessungeras a possible at-
tachment point. In any case, the PPis a modifier (role: MOD) of the node it
depends on.

We write this as

— beschreiben>,;0p auf

e f3 can be attached tblessungerand toSeychellenAs the fragment containing
Seychellens always attached tf, we can say that in all readings is situated
below the fragmenf;. In both cases the role of the relative clause is MOD.
This can be written as

— beschreiben-;op zeigen

In figure 3 these constraints are visualised as dotted arb@tvgeen the governors of
fragments.

' |
e |
y& > | :
| |
| | DET | | |
! |
| |
|

I
!
| | ! ) . !
Wir  beschreiben Messungermuf den Seychellatie Anzeichen des Klimawandels zeic

Figure 3: Fragments of the analysis of (3).
Dotted lines depict constraints on the ordering of fragreebDependency triples which occur unchanged
in all readings are shown as solid arrows.

4.2 Reconstruction

When reconstructing the structures of individual readjnaé possible attachment

points below the node given on the left-hand side of a pddictonstraint are de-

termined using their (extended) valency: If the lexicomgwof a candidate governor

(or a generic rule applying to it) allows for a modifier (in cexample), the fragment

on the right-hand side can be attached (as a modifier) to #ntgplar governor.
Reconstruction proceeds in three phases:

13



1. Determine a topmost fragment:
If for a fragment f there is no constraint of the forth > £;, then it can be the
topmost fragment.

2. Attach fragments according to constraints:
For each fragment;fwhich has not already been attached, identify all possible
attachment points as follows:

e If there is an attachment constraint of the fofgn > £, and {; is already
attached, identify all possible governors forldelow f, by means of ex-
tended valency.

e If there is no constraint on attachment gfiflentify all possible governors
for f; in the structure built so far (to which no other fragment hasrb
attached).

Attach f; to a candidate governor to which it may attach without yiedga read-
ing produced before.

3. Ifthe resulting structure is valid (i.e. there are no umeected fragments), output
it as a reading.

Integrating the Process of sortal Interpretation. A node is a possible governor
as long as its extended valency allows for more complemengijincts. After a
fragment containing arung nominalisation has been added, and the nominalisation
has ceased to be a possible governor, the sortal interprefatocedure outlined in
section 3 can be started.

4.3 Construction from Parser Output

To construct an underspecified structures (of the kind dised above) for a corpus
sentence, at least a partial syntactic analysis is needbd. parser must be able to
identify the linksinside fragments (e.gsubject(beschreiben, Wiip our example),
that is, dependency triples which occur invariantly in edings.
Furthermore, we must be able to determine the ordering tvimgments. This
can be derived from parser output, e.g. by a post-processodule which scans the
fragments determined by the parser, and computes an ordsrgathem by applying
knowledge about valency and rules for attachment of modifier

However, there is a drawback of almost certainly doublingudedge between the
parsing (or postprocessing) step and the reconstructegnsboth employ knowledge
about valency and attachment, and in almost the same waym@yin argue that it is
much easier to have the parser explicitly encode all passitthchments in its output
and simply store this in the corpus, e.g. as alternative midgrcy triples.
There is certainly no “ultimate” answer to this question.eTdavings resulting from

14



storing constraints (e.g. as “expandable” dependency)imistead of explicitly coded
attachment alternatives may outweigh the costs of duplig&nowledge and increas-
ing processing time in one case. In another case, costsr@itby processing and
duplication of (lexical and grammatical knowledge) may benthant. When design-
ing an NLP application, this question must be decided clyefu

5 Storing underspecified Representations using LAF

In this section, we will show how the underspecified represtgon described so far can
be stored using the Linguistic Annotation Framework (LA&e land Romary 2006).
LAF proposes a generic data model for corpus annotation; b dump format for
writing LAF annotations is being defined as well. We will shbaw fragments and
constraints can be represented using the means of repaiieanirovided by LAF.

LAF assumes a ‘primary segmentation’ of corpus data (teguincase) by means
of a set of edges demarking primary segments in the corpas W& assume that this
step has been completed by a tokeniser, and a primary segto@nienoting tokens
is already available.

Dependency structures are encoded as a (so called) limgyarstotation which
refers to a primary segmentation. Linguistic annotationslefined by LAF are di-
rected graphs (Ide and Romary 2006, section 2), thus dependgructures, which
are also directed graphsf( section 2.5) can be encoded directly. Edges in LAF’s
linguistic annotations may refer to other edges or to a prinsgmentation. For
dependency structures, only reference to primary segnfesitich denote words) is
needed. Pair-wise dependencies are encoded as an edgeofremay to dependent.

Edges are neither labelled nor typed in LAF. Information w@heategorisation of
edges is stored in feature structife@s is other information attached to edges). See
figure 4 for an example, presented in the XML representatiopleyed by Ide and
Romary (2006).

In the underspecified representation, we distinguish tywesyof pair-wise relations
between tokens: ‘ordinary’ dependency links which are iiiard across readings and
thus part of the internal structure of a fragment, and cansts relating a highest
possible governor to a fragment. We can model both as catdzgaring links between
words (recall that constraints also encode a role), but kmeacode the difference in
relation type between link and constraint .

We suggest to encode this in LAF feature structures as fatlow

e To a dependency link, a feature structure containing a feaitp-rel (depen-
dency relation) is assigned; its value is the syntactic obline dependent with
regard to its governor.

10See ISO TC37 SC4 document N188, Feature Structures — Pagtluré Structure Representation
(2005-10-01), available atttp: //www.tc37sc4.org.
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<I-- primary segmentation: token edges -->

<edge id="t1" from="1" to="3"/> <I-- Wir -—>
<edge id="t2" from="5" to="15"/> <!-- beschreiben -->
<edge id="t3" from="17" to="24"/> <!-- Messungen -->
<I-- linguistic annotation: pair-wise dependency relations -->
<edge id="d1" ref="t2 t1">
<fs>
<f name="dep-rel" sVal="SB" />
</fs>
</edge>
<edge id="d2" ref="t2 t3">
<fs>
<f name="dep-rel" sVal="0OBJ" />
</fs>
</edge>

Figure 4. LAF compatible representation\ir beschreiben Messungen
The example is presented in the XML representation also irséde and Romary (2006). For the
primary segmentation, we assume that primary corpus dateistringWir beschreiben Messungen
with the characters numbered 1 through 24. The natesndd2 assigned to dependency edges are
arbitrary.

e Constraints are encoded by means of a feature structura@inorg a feature
dep-constraint. The value of this feature is a syntactic role; the goverrior o
the fragment pointed to by the constraint edge will bear tbis after attach-
ment.

Figure 5 shows how the fragmerit&r beschreiben Messungemd auf den Sey-
chellenalong with the constraintbeschreiben-,;op auf in the underspecified rep-
resentation of example (6¢f¢ figure 3) can be encoded.

6 Conclusions

Sortal interpretation of nominalisations witingis highly context dependent; indica-
tors drawn from the context can trigger a particular readM@ presented data from
text corpora regarding indicators for the sortal readinfjthe nominalisationMes-
sung The exact course of sortally interpreting a nominalisatiepends on syntactic
structure and thus, due due syntactic ambiguity, also omptbeise reading assumed
(cf. Spranger and Heid 2007).

An algorithm for incremental sortal specification-ofhngnominalisations has been
presented; we also showed how this basic procedure can iedpp dependency
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<edge id="t4" from="26" to="28"/> <!-- auf -->
<edge id="t5" from="30" to="32"/> <!--demn -—>
<edge id="t6" from="34" to="43"/> <!-- Seychellen -—>

<edge i1d="d3" ref="t4 t6">
<fs>
<f name="dep-rel" sVal="PCOMP" />
</fs>
</edge>
<edge 1d="d4" ref="t6 t5">
<fs>
<f name="dep-rel" sVal="SPEC" />
</fs>
</edge>

<!-- the constraint beschreiben >MOD auf -->
<edge id="cl1" ref="t2 t4">
<fs>
<f name="dep-constraint" sVal="MOD" />
</fs>
</edge>

Figure 5: One more fragment and a constraint added to figure 4
In this example, the XML code is shown which must be added todig to represent one more fragment
and the first constraint of example (6).

structures. In order to account for structural ambiguitg, suggested an underspec-
ified representation of dependency structures. This upéerfied representation can
be represented in a way compatible with the upcoming ISCdstahfor a linguistic
annotation framework.

The precise selection of contexts (especially in the casmwofpeting indicators
being dependents of the same node) is based on grammatesl Ye will evaluate
options e.g. based on topological extensions to dependgaaymar ¢f. Duchier and
Debusmann 2001).

The underspecified representation devised here is onep@sgition (among oth-
ers) of dealing with ambiguous data. For practical use, istnne evaluated against
other options, e.g. the representation employed by theeparesented in Schiehlen
(2003) or a representation based on Spranger (2006).
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Beginning the process of sortal interpretation at a suitaloint during the recon-
struction of a reading is not the only option of integratimgenstruction and sortal
interpretation. We aim at precomputing as much as possitdargend to derive the
local preference for the sortal interpretation of a nomsetlon ¢f. section 2.3) when-
ever (a fragment containing) a reading indicator is addetthéorudimentary reading
reconstructed so far.
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