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1. Abstract

This paper reports on a corpus-based comparative analysis of research articles and abstracts. Abstracts are one of the most important parts of research articles. Although abstracts have been intensively studied, most of the existing studies are concerned only with abstracts themselves, not comparing them to the full research articles. The most distinctive feature of abstracts is information density. It is commonly known that complexity in scientific language is achieved mainly through specific terminology, and nominalisation, which is part of grammatical metaphor. Nominalisation is acknowledged to be a powerful linguistic resource for realizing grammatical metaphor. Through nominalisation, processes and properties are re-construed metaphorically as nouns, enabling an informationally dense discourse. The work presented here focuses on the quantitative analysis of instances of nominalisation in a corpus of research articles. Emphasis will be given to the discussion of the use of nominalisation in abstracts and research articles, across corpora and domains.

2. Introduction 

As mentioned in the abstract section, this work reports on a corpus-based comparative analysis of abstracts and research articles. The research presented here is part of the project ‘Linguistic Profiles of Interdisciplinary Registers’1 (LingPro) which is being carried out at the Technische Universität Darmstadt. The ultimate goal of LingPro is to linguistically analyse and profile emerging registers in order to investigate recent change in language. Systemic Functional Linguistics (Halliday 2004b; Halliday and Martin 1993) and register analysis (e.g., Biber 1988, 1995; Conrad and Biber 2001) are the theoretical backgrounds of this research.
Research articles are seen as the most prominent discourse in science and abstracts are considered to be a very important part of research articles. Abstracts represent the main thoughts of research articles and are almost a surrogate for them. Although abstracts have been quite intensively studied, most of the existing studies are concerned only with abstracts themselves, not comparing them to the full research articles (e.g., Hyland 2007, 2009; Swales 1990, 2004; Swales and Feak 2009; Ventola 1997).
The most distinctive feature of abstracts is their information density. Investigations of how this information density is linguistically construed are highly relevant, not just in the context of scientific discourse but also for texts more generally. It is commonly known that complexity in scientific language is achieved mainly through specific terminology and nominalisation, which is part of grammatical metaphor (cf. Halliday and Martin 1993; Halliday 2004a).
Nominalisation “is the single most powerful resource for creating grammatical metaphor” (Halliday 2004b: 656). Through nominalisation, processes (linguistically realized as verbs) and properties (linguistically realized, in general, as adjectives) are re-construed metaphorically as nouns, enabling an informationally dense discourse. This paper focuses on the quantitative analysis of instances of nominalisation in a corpus of abstracts and research articles from several disciplines.
The corpus under study consists of 94 research articles from several scientific journals in English of the disciplines of computer science, linguistics, biology, and mechanical engineering, comprising over 420,000 words. The corpus was compiled, pre-processed, and automatically annotated for parts-of-speech and lemmata. Emphasis will be given to the analysis and discussion of the use of nominalisation in abstracts and research articles, across corpora and domains.
The paper is organised as follows. Section 3 presents a brief survey of the theoretical underpinnings of this research, corpus-based register analysis, and Systemic Functional Linguistics. Section 4 focuses on the data set compiled for this research, describing its design and linguistic processing. The results of this work are then discussed in Section 5 followed by summary and conclusions in Section 6.
3. State of the art 

The theoretical and methodological underpinnings of this work are Systemic Functional Linguistics (Halliday 2004b; Halliday and Martin 1993), register analysis (e.g., Biber 1988, 1995; Conrad and Biber 2001) and corpus linguistics (CL; Biber et al. 1998; McEnery and Wilson 1996).
Systemic Functional Linguistics (Halliday 1985, 2004b) treats language as a semantic configuration of meanings that are typically associated with a particular context. According to Systemic Functional Linguistics, language thus cannot be separated from either its speakers or its context. A variety of language according to use is acknowledged in Systemic Functional Linguistics as being a register. In other words register is, “what is said, depending on what is being done and on the nature of the activity in which language is being used” (Halliday and Hasan 1989: 41). In order to engage with a certain discourse community one must be able to use its language, i.e., its register, accordingly. Scientific discourse is thus a functional variation of language with its own technical terminology and grammar (Halliday and Martin 1993; Martin and Veel 1998). In our recent history, scientific discourse spread gradually through other discourses rather than science, thereby influencing the general interpretation of human experience.

Every text, from the discourses of technocracy and bureaucracy to the television magazine and the blurb on the back of the cereal packet, is in some way affected by the modes of meaning that evolved as the scaffolding for scientific knowledge. In other words, the language of science has become the language of literacy.

(Halliday and Martin 1993: 11)
Since Halliday and Martin (1993: 8) argue that “scientific language just foregrounds the constructive potential of language as a whole”, research on scientific discourse is relevant not only for the characterization of this variation in particular, but more widely, for language as such. Scientific texts have been the subject of quite a few linguistic studies. Linguistic research on this topic ranges from the description of the register of ‘scientific writing’ (e.g., Banks 2008; Halliday and Martin 1993; Ventola 1996) up to analyses of specific discourse fields (e.g., O’Halloran 2005 on the discourse of mathematics) and genres (e.g., Swales 1990, 2004; Ventola 1997). Although many works are based on a small text samples, there is already a considerable amount of corpus-based research on scientific discourse. Corpus-based studies on scientific discourse go from the analysis of selected registers to wider analysis on academic language as such (e.g., Bartsch 2009; Biber 1995, 2006; Conrad and Biber 2001; Hyland 007, 2009).
Among the different types of scientific texts, e.g., research presentations, theses, dissertations, short written communications, scientific letter, etc., research articles have been most frequently subject of linguistic study. Abstracts, as parts of research articles, represent their main thoughts, almost standing for them. The essence of abstracts is acknowledged to be one of distillation of information (Swales 1990: 179). Most of the current linguistic studies are concerned only with abstracts themselves, not comparing them to the full research articles (e.g., Hyland 2007, 2009; Swales 1990, 2004; Swales and Feak 2009; Ventola 1997). The linguistic relationship between abstracts and research articles is yet a neglected topic within linguistic studies.

Scientific discourse, comprising “various forms of discourse in which the activities of ‘doing science’ are carried out” (Halliday 2004c: 49), rests on the combination of “theoretical technicality with reasoned argument” (Halliday 2004a: 127). This is achieved through its explicit technical terminology, taxonomies, and its proper technical grammar, e.g., through nominalisation. Nominalisation is part of the phenomenon of grammatical metaphor, “in which a semantic category such as a process is realized by an atypical grammatical class such as a noun, instead of a verb” (Martin and Rose 2007: 106). The use of nominalisation in texts allows information packaging. When a process is nominalized, the former process, which becomes part of a nominal group, can then be associated with modifiers and qualifiers. Through nominalisation it is possible to build up chains or sequence of logical argument (Halliday 2008). Nominalisation hence “is the single most powerful resource for creating grammatical metaphor” (Halliday 2004b: 656). For this reason, nominalisation was chosen as an adequate linguistic feature for gaining insight into the characteristics of distillation of information in abstracts and research articles, commonalities and differences between them.
Corpus based linguistic analysis of language is inherent to Systemic Functional Linguistics, as for Systemic Functional Linguistics real texts are “fundamental to the enterprise of theorising language” (Halliday 2004b: 34). However, Systemic Functional Linguistics and corpus linguistics attempt to describe language very differently. While SFL is a rather complex theory for describing language, corpus linguistics, in contrast, is a methodology that can be applied in almost any theoretical framework (Thompson and Hunston 2006: 2). Nonetheless, they have some aspects in common. They both are concerned with naturally occurring language, with language as text and with the contexts in which language is used. For these reasons, corpus linguistics was chosen as methodological background for this research.
According to Halliday and Martin (1993), Wignell et al. (1993), and Wignell (1998), scientific discourse is lexically and grammatically organized and realized differently in several scientific disciplines. They argue that physical sciences, humanities, social sciences and geography use different selections of resources from lexicogrammar, discourse semantics, and register in the process of creation of specialized knowledge. Wignell (1998: 11) states that “science is characterized as primarily using what is referred to as technicality”. Therefore, it “reconstrues its domains of experience technically by establishing an array of technical terms which are ordered taxonomically” and this technicality is “used to explain how things happen” (Wignell 1998: 11). In contrast to sciences, humanities uses abstraction to construe its scientific discourse, e.g., geography seldom use explicit taxonomies in text, but rather the relationships between concepts must be extracted from text (Wignell et al. 1993: 165). Thus, multidisciplinarity is an important issue in the compilation of a corpus of research articles and abstracts, when aiming a broad characterization of their registers and a comparison of linguistic features among different domains.
The focus of the work presented here lies on the qualitative and quantitative analysis of instances of nominalisation in a corpus of abstracts and research articles from several disciplines. 

4. Corpus design and corpus processing 

The corpus used in this work contains 94 full English scientific journal articles compiled from 12 sources covering four scientific domains, i.e., computer science, linguistics, biology, and mechanical engineering, and comprising over 420,000 words. This corpus was compiled from a larger corpus of scientific papers used in the project LingPro (Teich and Fankhauser in press, cf. Section 2). Table 1 illustrates the text sources and the corresponding amount of tokens per domain for the corpus under study. The choice of the disciplines under studies was based on the fact that linguistics can be seen as discipline representative of the area of humanities; biology as a representative of natural sciences; mechanical engineering being one example of the engineering area and finally computer science, which is quite different from the others.
All texts of the corpus are originally in PDF-format. This format however does not allow any further annotation and querying of linguistic information of texts. Thus, all texts of the corpus were converted to plain text format using the AnnoLab suite (Eckart 2006; Eckart and Teich 2007). UTF-8 encoding was used to assure that as many as possible of the original characters remain intact. The texts were then manually cleaned to assure high quality of data (e.g., no erroneous splitting of tokens, no erroneous contraction of tokens).

	
	Discipline
	Text source
	Year
	Abstracts
	Research articles

	
	
	
	
	Texts
	Tokens
	Texts
	Tokens

	A
	Computer science
	J. of Algorithms

J. of Computer and System Science

Journal on Embedded Systems
	2006

2006-2007

2006
	27
	4,772
	27
	134,890

	C1
	Linguistics
	Language

J. of Linguistics

Functions of Language

Linguistic Inquiry
	2003-2006

2006

2005-2006

2005-2006
	14
	2,565
	14
	128,442

	C2
	Biology
	Gene

Nucleic Acid Research
	2006

2006
	24
	7,428
	24
	80,295

	C3
	Mechanical engineering
	Chemical Engineering and Processing 

Chemical Engineering Science

International J. of Heat and Mass Transfer
	2006-2007

2006-2007

2006-2007
	29
	4,386
	29
	79,398

	(
	
	
	
	94
	19,151
	94
	421,025


Table 1: Text sources of the corpora: Abstracts and Research Articles (RAs; excluding abstracts)

The AnnoLab2 suite, used for the management of all processing steps, is a modular extensible framework for handling texts annotated at multiple levels of linguistic organization, so called multi-layer annotations. Each layer is represented in an XML document and the different layers are connected to the text data via stand-off references. AnnoLab is written in Java 1.5. It can use Apache UIMA (Ferrucci and Lally 2004) to orchestrate linguistic processing chains. Data can be stored in an eXist3 native XML database. Using AnnoLab, a processing pipeline was built for tokenization, part-of-speech (PoS) tagging, as well as lemmatization. The tagger integrated in this pipeline is TreeTagger (Schmid 1994), a language independent part-of-speech tagger. TreeTagger’s English parameter file was trained on the PENN Treebank (Marcus et al. 1993). Metadata (e.g., bibliography information) and linguistic annotations (e.g., PoS and lemmata) are stored separately in different layers, one layer for each type of annotation. The annotated corpus can be queried over strings, annotations of a single layer as well as multiple layers, which allows various types of linguistic analysis of the corpus to be undertaken. For instance, for query of the parts-of-speech layer, we employ the IMS Corpus Workbench (IMS-CWB; Christ 1994). IMS-CWB is a set of tools for the manipulation of large, linguistically annotated text corpora. One of the tools included is the IMS Corpus Query Processor (CQP; Christ et al. 1999), a specialized search engine for linguistic research.
5. Analysis and Results 

After compiling and processing the corpus as described in Section 4, the distribution of lexical words across corpora and domains was determined based on parts-of-speech data, in order to provide an overview on shallow characteristics of the corpus under study. Table 2 shows the raw frequency values for lexical words, i.e., nouns, adjectives, adverbs, and lexical verbs, for the corpora of abstracts and research articles. Nouns are the most frequent lexical word both in abstracts (5,040) and research articles (114,780). This indicates the strong use of a nominal style in the texts of both corpora, corroborating with the expectations for scientific discourse (cf. Biber et al. 1999). Lexical verbs are, as expected, the second most frequent type of lexical words, followed by adjectives and adverbs. Since adjectives modify nouns, their occurrence accompanies the occurrence of nouns (cf. Table 2). Therefore, adjectives are proportionally more frequent in the corpus of abstracts than in the corpus of research articles. Adverbs mostly modified verbs. Hence, as expected, adverbs are proportionally more frequent in research articles than in abstracts. Additionally, the chi-square value ((2) calculated on raw frequencies (87.8645, df = 3, p-value < 2.2e-16) indicates a highly significant difference on the distribution of lexical words between abstracts and research articles. 

	Lexical words
	Abstracts
	Research articles

	
	
	F
	%
	F
	%

	Nouns 
	(N)
	5,040
	  56.58
	114,780
	 54.02 

	Adjectives
	(ADJ) 
	1,483
	 16.65
	32,243
	 15.18

	Adverbs
	(ADV) 
	426
	 4.78 
	14,383
	 6.77

	Lexical verbs
	(LV) 
	1,959
	 21.99 
	51,066
	24.03

	(
	
	8,908
	100.00
	212,472
	100.00

	(2 = 87.8645, df = 3, p-value < 2.2e-16


Table 2: Lexical words in Abstracts and Research Articles
In order to determine whether this significant difference is an effect of the distribution of one specific lexical word across corpora or not, the frequency of occurrence of nouns, adjectives, adverbs, and lexical verbs was determined for each single text of both corpora. One possible way of visualizing such data is shown in Figure 1, in which the distribution of lexical words for the corpus of abstracts and for the corpus of research articles is plotted. For the purpose of comparison, parts-of-speech data were here normalized per 1,000 words. Figure 1 was obtained using R (Hornik 2009), a software environment for statistical computing and graphics. This kind of plot is called boxplots with notches. It has the advantage of summarizing statistical information clearly (Crawley 2007). Such boxplots are suitable for displaying the distribution of data around the median, i.e., the location and spread of data, and for indicating whether or not the median values are significantly different from one another. Moreover, they indicate skewness through asymmetry in the sizes of the upper and lower parts of the box. The analysis in Figure 1 shows clearly that there is a significant difference between the frequencies of nouns in abstracts compared to research articles. This observation can be inferred from the fact that for the boxes in which the notches do not overlap, the medians are significantly different at the 5% level (Crawley 2007: 157, 295). 
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Figure 1: Lexical words in Abstracts and Research Articles (normalized per 1,000 words)
In other words, a horizontal line drawn over the value of the median of nouns in abstracts (306) will not overlap the value of the median of nouns in research articles (284). Adjectives also show a tendency for being significantly different in abstracts when compared with research articles. This fact was again expected, since adjectives modify or qualify nouns. Contrastively, there is no significant difference between lexical verbs in abstracts and research articles. In the case of lexical verbs, a horizontal line drawn over the value of one median will overlap the value of the other median, both in abstracts and research articles. Since adverbs accompany verbs, there is no significant difference between both corpora, as expected. Therefore the use of nominal style, e.g., through nouns and nominalisations, is a relevant linguistic feature of distinction between abstracts and research articles.

Additionally, Figure 2 shows the distribution of lexical words across the disciplines of computer science, linguistics, biology and mechanical engineering in both corpora of abstracts and research articles. Again, for the purpose of comparison, parts-of-speech data were here normalized per 1,000 words. As shown in Figure 2, the distribution of lexical words varies also across disciplines. Biology and mechanical engineering show the highest proportions of nouns, followed by computer science and linguistics. This can be interpreted as an indication for a more nominalized style in the disciplines of biology and mechanical engineering when compared to computer science and linguistics for both corpora of abstracts and research articles. 

As mentioned in Section 3, the focus of this study lies on quantitative analysis of instances of nominalisation. Nominalisations can be derived from verbs (e.g., convert - conversion), adjectives (e.g., empty - emptiness), or nouns (e.g., child - childhood). According to previous studies (cf. e.g., Biber 1988; Biber et al. 1999; Conrad and Biber 2001), nominalisations derived from nouns do not play an important role in scientific discourse. For this reason, only nominalisations derived from verbs and adjectives are considered here. 
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Figure 2: Lexical words in Abstracts and Research Articles across domains (normalized per 1,000 words)
Using IMS-CWB frequency word lists were obtained from the parts-of-speech tagged corpora. Nominalisations derived from adjectives, originally realizing properties, were extracted, querying for nouns ending in the suffixes -ity (complex - complexity) and -ness (thick - thickness).

Nominalisations derived from verbs, originally realizing processes, were extracted similarly, querying for nouns ending in the following suffixes: -age (store - storage), -al (propose - proposal), -(e)ry (discover - discovery), -sion / -tion (discuss - discussion / motivate - motivation), -ment (argue - argument), -sis (synthesise - synthesis), -ure (proceed - procedure), and -th (grow - growth). 
Those nouns ending in above mentioned suffixes, which are however no instances of nominalisation, e.g., element, were then manually deleted. In case of uncertainty, the OED Online (1989) was consulted for noun etymology. 

However, nouns ending in the suffix -ing were not considered in this study. They were neglected due to the extensive manual proofing required to correctly classify them as either instances of nominalisation derived from verbs (e.g., the setting of a network (set - setting)) or not, e.g., as gerund (e.g., the operating pressure). 

Examples (1) to (3) show some typical instances of nominalisation in the corpora under study. 

(1) The steepness in both the velocity and temperature profiles (F, G) near the wall increases and consequently reduce the thicknesses of both the velocity and thermal boundary layers.
(2) DNA replication is a key event for cell proliferation and requires the coordinated activity of multiprotein complexes. 

(3) The investigation of this poor activity led to the discovery of another feature of the T.acidophilum initiation proteins that has not yet been reported for any other archaeal system. 

As shown in Table 3, the corpus of abstracts contains 19,151 running words (total tokens), from which 5,040 are nouns (nouns tokens) and 799 are instances of nominalisations (nominalisation tokens). The nominalisation rate in the corpus of abstracts is therefore one per 23.97 running words or one per 6.30 nouns. Contrastively, the corpus of research articles contains 421,025 total tokens, 114,780 nouns tokens and 16,121 nominalisation tokens. The nominalisation rate in the corpus of research articles is thus one per 26.12 running words or one per 7.12 nouns. Furthermore, the chi-square value (11.1588, df = 2, p-value = 0.003775), calculated over the raw frequencies on Table 3, indicates a highly significant difference between total tokens, nouns tokens and nominalisation tokens for both corpora. Therefore, it can be inferred that nominalisation is a significantly more frequent linguistic phenomenon in abstracts than in research articles. 

	
	Abstracts
	Research Articles

	Total tokens 
	19,151
	421,025

	Noun tokens 
	5,040
	114,780

	Nominalisation tokens 
	799
	16,121

	(2  = 11.1588, df = 2, p-value = 0.003775 


Table 3: Tokens, nouns and nominalisations in Abstracts and Research Articles
In order to investigate the vocabulary range in nominalisation occurrence, the amount of different nominalisation lemmata (nominalisation types) was determined across disciplines and corpora. Tables 4 and 5 show the distribution of nominalisation types, nominalisation tokens and their corresponding nominalisation type / nominalisation token ratio across disciplines for the corpus of abstracts and research articles, respectively. Different numbers of nominalisation types across corpora and disciplines indicate differences in the vocabulary range. A lower nominalisation type / nominalisation token ratio indicates a narrower vocabulary range, whereas a higher nominalisation type / nominalisation token ratio indicates a wider vocabulary range. 

	Discipline 
	Nominalisation
types 
	Nominalisation
tokens
	100*Nominalisation types / 
nominalisation tokens 

	Computer science 
	83 
	156 
	53.21 

	Linguistics
	66 
	128 
	51.56 

	Biology 
	92 
	198 
	46.46 

	Mechanical engineering 
	120 
	317 
	37.85 

	All disciplines together 
	286 
	799 
	35.79 


Table 4: Nominalisation in Abstracts
According to results in Table 4, abstracts of all disciplines show a much wider vocabulary range when compared to their research articles, respectively. Concerning the variation nominalisation in abstracts across disciplines, it can be observed that linguistics show the highest nominalisation type / nominalisation token ratio (51.56), whereas mechanical engineering abstracts have the lowest ratio (37.85). Contrastively, according to Table 5, research articles of biology show the widest vocabulary range (14.01), while research articles of computer science show the narrowest range on vocabulary (8.10). Thus, research articles of computer science repeat most frequently nominalisations lemmata throughout texts.
	Discipline 
	Nominalisation
types 
	Nominalisation
tokens
	100*Nominalisation types / 
nominalisation tokens 

	Computer science 
	334
	4,123
	8.10

	Linguistics
	516
	4,703
	10.97

	Biology 
	424
	3,027
	14.01

	Mechanical engineering 
	431
	4,268
	10.10

	All disciplines together 
	1,026
	16,121
	6.36


Table 5: Nominalisation in Research Articles
There are five nominalisation types which occur throughout all corpora (abstracts and research articles) and domains (computer science, linguistics, biology, and mechanical engineering), i.e., addition, analysis, distribution, information, and solution. Contrastively, there are 102 nominalisation lemmata occurring simultaneously in all domains of the corpora of research articles. Again, this is an indication of a wider vocabulary variety concerning the use of nominalisation in abstracts in comparison to research articles. However, the occurrence of addition is primarily in the expression ‘in addition [...]’. Thus, although originally resulting from a nominalisation, this expression has almost become a so-called ‘dead’ metaphor, i.e. they can no longer be ‘unpacked’ (that is, replaced by a more congruent form; Halliday (2008: 97)). 

The five most frequent instances of nominalisations (the number in brackets indicate the raw frequency of occurrence of the nominalisation types) in the corpus of abstracts are analysis (30), temperature (26), approximation (18), structure (14), and length (14). The corpus of research articles show some similarities to the corpus of abstracts, since its five most frequent instances of nominalisations are analysis (460), temperature (391), function (321), structure (293), and priority (291). Temperature is a nominalisation functioning as a technical term. It can no longer be unpacked and is hence another case of dead grammatical metaphor. 

Table 6 shows the distribution of instances of nominalisation for the corpora of abstracts and research articles. For both corpora, the most frequent suffix for nominalising is –sion / -tion, which nominalises verbs (processes), followed by -ity, which is used for adjective nominalisation (properties). These both nominalisation suffixes are proportionally more frequent in abstracts (-sion / -tion (58.82%); -ity (13.52%)) than in research articles (-sion / -tion (58.24%); -ity (13.40%)). The further most frequent nominalisation suffixes, both in abstracts and research articles, are -ure, followed by –ment, both suffixes nominalising processes. Additionally, the chi-square value calculated on raw frequencies (19.3444, df = 9, p-value = 0.02242) indicates a highly significant difference between the distributions of instances of nominalisation in the corpus of abstracts compared to the corpus of research articles. 
The distribution of nominalisation suffixes in abstracts and research articles across disciplines is shown in Tables 7 and 8, and in Figures 3 and 4, respectively. Abstracts show in all disciplines a great predominance of –sion / -tion nominalisations (originally processes), followed by -ity (originally properties). However, biology presents the most frequent use of –sion / -tion nominalisations (e.g., methylation, expression, interaction), whereas in computer science they are much less frequent. Interestingly, -al nominalisations (e.g., functional, external) are particularly frequent in linguistics, as well as -ure nominalisations in mechanical engineering (e.g., temperature). Such data indicate differences in linguistic practices of the communities of the studied disciplines. 
	Nominalizations 
	Abstracts
	Research articles

	
	F
	%
	F
	%

	-age
	11
	1.38
	355
	2.20

	-al
	18
	2.25
	180
	1.12

	-(e)ry
	12
	1.50
	272
	1.69

	-sion / tion
	470
	58.82
	9,389
	58.24

	-ity
	108
	13.52
	2,161
	13.40

	-ment
	41
	5.13
	1,226
	7.60

	-ness
	11
	1.38
	244
	1.51

	-sis
	37
	4.63
	617
	3.83

	-ure
	71
	8.89
	1,293
	8.02

	-th
	20
	2.50
	384
	2.38

	(
	799
	100.00
	16,121
	100.00

	(2 = 19.3444, df = 9, p-value = 0.02242


Table 6: Nominalisation suffixes in Abstracts and Research Articles
	
	Computer science
	Linguistics
	Biology
	Mechanical engineering

	
	F
	%
	F
	%
	F
	%
	F
	%

	-age
	2
	1.28
	3
	2.34
	3
	1.52
	3
	0.95

	-al
	1
	0.64
	10
	7.81
	3
	1.52
	4
	1.26

	(e)ry
	1
	0.64
	0
	0.00
	4
	2.02
	7
	2.21

	sion / tion
	84
	53.85
	77
	60.16
	125
	63.13
	184
	58.04

	-ity
	28
	17.95
	14
	10.94
	17
	8.59
	49
	15.46

	-ment
	16
	10.26
	14
	10.94
	5
	2.53
	6
	1.89

	-ness
	6
	3.85
	0
	0.00
	1
	0.51
	4
	1.26

	-sis
	5
	3.21
	9
	7.03
	15
	7.58
	8
	2.52

	-ure
	4
	2.56
	1
	0.78
	19
	9.60
	47
	14.83

	-th
	9
	5.77
	0
	0.00
	6
	3.03
	5
	1.58

	(
	156
	100.00
	128
	100.00
	198
	100.00
	317
	100.00


Table 7: Nominalisation suffixes in Abstracts across domains
Research articles show a similar pattern of distribution of nominalisations across domains (see Table 8 and Figure 4). Again, -sion / -tion nominalisations are throughout the most frequent ones, however almost equally occurring in all disciplines. As also for abstracts, nominalisations ending in -ity are the second most frequent ones over all domains, and especially in computer science (e.g., priority, complexity, stability, complexity). Additionally, -ment nominalisations (e.g., experiment, agreement, alignment, attachment) play an important role in the domain of linguistics, while -ure nominalisations occur very frequently in mechanical engineering (e.g., pressure, temperature, moisture). 
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Figure 3: Nominalisation in Abstracts across domains
	
	Computer science
	Linguistics
	Biology
	Mechanical engineering

	
	F
	%
	F
	%
	F
	%
	F
	%

	-age
	95
	2.30
	109
	2.32
	65
	2.15
	86
	2.01

	-al
	52
	1.26
	103
	2.19
	12
	0.40
	13
	0.30

	(e)ry
	99
	2.40
	40
	0.85
	30
	0.99
	103
	2.41

	sion / tion
	2,423
	58.77
	2,745
	58.37
	1,791
	59.17
	2,430
	56.94

	-ity
	669
	16.23
	472
	10.04
	395
	13.05
	625
	14.64

	-ment
	238
	5.77
	661
	14.05
	189
	6.24
	138
	3.23

	-ness
	104
	2.52
	62
	1.32
	15
	0.50
	63
	1.48

	-sis
	103
	2.50
	217
	4.61
	186
	6.14
	111
	2.60

	-ure
	133
	3.23
	268
	5.70
	243
	8.03
	649
	15.21

	-th
	207
	5.02
	26
	0.55
	101
	3.34
	50
	1.17

	(
	4,123
	100.00
	4,703
	100.00
	3,027
	100.00
	4,268
	100.00


Table 8 : Nominalisation in Research Articles across domains
The next step in this study was to compare the use of nominalisation in abstracts and research articles in each discipline separately. For this reason, chi-square values were calculated for each pair abstract – research article (e.g., abstracts from computer science and research articles from this discipline) on the raw frequencies of occurrence shown in Tables 7 and 8. The results in Table 9 show that there is a highly significant difference between abstracts and research articles concerning the use of nominalisations only in the discipline of linguistics. Interestingly, for all the other three disciplines, computer science, biology and mechanical engineering, there is no significant difference between their abstracts and their corresponding research articles. 
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Figure 4: Nominalisation in Research Articles across domains
In order to further investigate the degree of similarity between abstracts and research articles, the values for the cosine distance between them were determined for each discipline, based on the raw values for the frequency of occurrence of nominalisation suffixes shown in Tables 7 and 8. Cosine distance (CD) is a measure of similarity between two vectors of n dimensions by finding the cosine of the angle between them. The closer the cosine distance value, i.e., the angle between the two vectors, is to 1, the closer the two vectors are getting and the more similar these two vectors are. The cosine distance for two vectors X and Y is calculated as follows: CD = ∑ [X * Y] / ((X2 * (Y2)

	Abstracts and Research Articles
	(2
	df=9 
	

	Computer science 
	10.8333 
	p-value = 0.2873 
	ns 

	Linguistics 
	28.3273 
	p-value = 0.0008408 
	s 

	Biology 
	16.1075 
	p-value = 0.06467 
	ns 


	Mechanical engineering 
	11.4978 
	p-value = 0.2431 
	ns 

	s = significant; ns = not significant; threshold = 0.05


Table 9: chi-square values for nominalisations in abstracts in comparison
to their research articles for each discipline

Table 10 shows the results for the cosine distance between abstracts and research articles in each discipline. Mechanical engineering presents the highest value of cosine distance (0.996143764), meaning that abstracts and research articles of this discipline are not only very similar, but also they are the most similar ones among all disciplines studied here. This degree of similarity is followed by abstracts and research articles of biology and computer science respectively. The discipline in which abstracts and research articles are most distinctive concerning the use of nominalisations is linguistics, since it shows the lowest value for cosine distance (0.976214580). This corroborates the results of chi-square values shown in Table 9 previously.

Finally, in order to graphically group together abstracts and research articles of all disciplines for (dis)similarity on the use of nominalisation suffixes, a cluster dendrogram , i.e., cluster tree, was obtained using R. Such an approach, which is part of hierarchical clustering, allows the identification of homogeneous groups at ’whatever level of granularity one is interested in without imposing any distributional assumptions (registers, sub-registers, etc.) (Gries 2006: 129). The generated dendrogram groups homogeneous and heterogeneous data on the basis of the parameter of interest, which is, in this case, the raw frequency of occurrence of nominalisation suffixes in abstracts and research articles of the four disciplines studied here, taken from Tables 7 and 8, respectively.
	Abstracts and Research Articles 
	Cosine distance 

	Computer science 
	0.982650120 

	Linguistics
	0.976214580 

	Biology 
	0.992066774 

	Mechanical engineering 
	0.996143764 


Table 10: Cosine distance for nominalisations in abstracts in comparison to research articles per discipline

Figure 5 is the result of such an analysis (with cosine distances as the similarity measure and average distance as the amalgamation rule; cf. Gries (2008: 300-306)). Each variable is considered its own cluster initially. The vertical lines extending up for each variable indicate (dis)similarity. The vertical lines are then connected to the lines form other variables with a horizontal line. The variables are further combined until all of them are grouped together, at the top of the dendrogram. Such graphics are very useful for giving visual hints on the strength of the clustering based on the height of the vertical lines and the scale of the vertical axis. Long vertical lines indicate more dissimilarity between the variables. If there are long vertical lines at the top of the dendrogram, this is an indication that the clusters represented by these lines are distinct from each other. The shorter the line, the similar the clusters are. 
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Figure 5: Dendrogram based on the raw frequency of occurrence of nominalisation suffixes
in abstracts and research articles of several disciplines

Therefore, Figure 5 shows clearly that there are two main clusters: abstracts and research articles from mechanical engineering and biology are grouped together, being very dissimilar to abstracts and research articles from computer science and linguistics, which were also grouped together. Furthermore, abstracts and research articles of each discipline are clustered together, i.e., they are similar concerning the use of nominalisation suffixes among themselves. For example, abstracts of biology were grouped together with research articles of the same discipline, and so on. When comparing abstracts and research articles it is clear that they are very similar in mechanical engineering, a little more dissimilar in biology and computer science and finally most dissimilar in linguistics. These results comply with all previously obtained data and allow a better picturing of similarities and differences on the use of nominalisation in abstracts and research articles of the disciplines of computer science, linguistics, biology and mechanical engineering. 
6. Summary and conclusions 

Scientific discourse has been considered one of the most important human discourses (e.g., Halliday and Martin 1993). Research articles are the preeminent type of scientific discourse (cf. Hyland 2009), being subject of several linguistic studies (cf. Section 2 and 3). Abstracts are acknowledged to be an important part of research articles. However, most of the existing linguistic studies are concerned only with abstracts and do not compare them to their full research articles (e.g., Hyland 2007, 2009; Swales 1990, 2004; Swales and Feak 2009; Ventola 1997). The aim of this paper is to compare abstracts to their research articles. 

For the purpose of linguistically characterizing registers, adequate linguistic features have to be chosen, so that difference and similarities between registers can be identified and quantified (e.g., Biber 1988, 1995; Halliday 2004b; Halliday and Martin 1993). A typical characteristic of scientific discourse is the use of nominalisation, where processes and properties are metaphorically reconstrued as nouns. Moreover, nominalisations are very important in the creation of technical and specialised vocabulary enabling an informationally dense discourse. For this reason, nominalisation was chosen as a proper linguistic feature for characterizing abstracts and research articles (cf. Section 3). 

Hence, a corpus of abstracts and their research articles was complied and annotated for parts-of-speech and lemmata (cf. Section 4). Instances of nominalisation, i.e., nouns ending with typical nominalisation suffixes, were extracted and analysed. The results indicate that nominalisation occurs much more often in abstracts than in research articles, and that the difference in this occurrence is statistically significant. Moreover, abstracts generally show a much wider vocabulary range concerning the use of nominalisations than their research articles. The variation on nominalisation use in abstracts, and also in research articles, across disciplines, shows that there are statistically highly significant domain specific differences (cf. Section 5). Additionally, there is an indication for a more nominalized style in the disciplines of biology and mechanical engineering when compared to the other two disciplines, computer science and linguistics, for both corpora of abstracts and research articles. Finally, clustering analysis completed the picturing of similarities and differences on the use of nominalisation in abstracts and research articles across disciplines. The two main clusters are abstracts and research articles from mechanical engineering and biology, which are grouped together, being very dissimilar to the other cluster containing abstracts and research articles from computer science and linguistics. When comparing each discipline individually, abstracts and research articles are more similar in mechanical engineering, a little more dissimilar in biology and computer science and finally most dissimilar in linguistics.
In order to linguistically profile abstracts and research articles more extensively, further linguistic investigation is needed. Since registers can be seen as typical settings of linguistic features, which have a greater-than-random tendency to occur (Halliday and Martin 1993: 54), future work is planned on the quantitative analysis of several other linguistic features typical of scientific registers, in this case, abstracts in comparison to their research articles, (e.g., passive voice (Holtz 2009); nominal group structure). Gaining insight on how scientific disciplinary discourse is linguistically realized allows a better understanding of its discourse community and, as a consequence, of the social interactions within this community, which is expressed ultimately through language. 
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