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Abstract:


This paper describes the first phase in a two-phase study about NNS (non-native) writers’ choice of lexical-grammatical items in academic English writing. The case study involves nine manuscripts prior to publication by Computer Science colleagues from Spain. As a first step, the corpus-based study means to probe characteristic NNS lexical features by working with a very different reference corpus: native English writing in other disciplines. The purpose at this stage is to describe patterns that are the result of characteristic use, NNS overuse, misuse, and / or even first language transfer. In the depicted framework, the various levels of word use seem to indicate that not only should NNS language be ever reviewed for improvement, but that academic lexical use sometimes obeys rigid choices in any language. A discussion of how to deal with NNS academic writing copes with some questions in the area of language learning for specific purposes.    

1. 

Introduction



EAP (English for Academic Purposes) and ESP (English for Specific Purposes) can be often viewed as synonymous concepts in language teaching and learning. In the case of academic writing, this conjunction of areas becomes a daily reality for the achievement of foreign undergraduate and graduate writing proficiency in specialised fields. One focus is the university composition or essay, for which L2 (second language) learners ought to go through the re-writing procedures of content clarification, structure review, lexical-grammatical revision, and so forth, and where aspects of register and genre conventions play significant reference roles. Another scope may be NNS (non-native speakers’) research writing for publication aims, increasingly demanded in EFL (English as a Foreign Language) countries such as Brazil, France, Spain, etc. (as proved in various papers in this year’s Liverpool CL conference).



As far as I know, few works have selected specific corpus material with the aim of analysing L2 writing in the last phase prior to publication. It is a fact that growing interest in academic English writing as performed by NNS has led to extensive literature and research over the past three decades, the origins probably when the British Council first began to use the term EAP to refer to “interdisciplinary studies in relation to existing practices and institutions” (Brumfit, 1984: 17), or to “exchange of knowledge [...] according to specific features of specialised subject fields” (Baunmann, 1994: 1). Different perspectives ever since on the matter have been adopted, such as academic vocabulary knowledge (e.g., Martin, 1976), or writing in the genre conventions (e.g., Swales, 1995). Various schools or associations have also formed as a result, for instance, in Britain, BALEAP, from which different approaches have evolved (e.g., corpus data-driven learning, academic phraseology, discourse analysis in the academic setting, etc —cf., Johns, 1993; Howarth, 1998; Lockett, 1999, etc.—).



Nonetheless, as stated, less investigated seems to be the aim to examine corpus-based analysis with both NS (native) and NNS material so that the specialised NNS writing corpus analysis can detect characteristic weaknesses and strengths in the writing prior to publication in international journals. In this line of work, this paper describes the exploration of such data on the texts authored by Spanish colleagues in Computer Science in their final versions; the writing is accessed prior to the journal editors’ last review. The corpus examination has been done by comparing the texts with NS material from a selection of the BNC (British National Corpus) Sampler (Burnard and McEnery, 1999). The chief objective in the process has been to identify both similarity and divergence in terms of the significant lexical items used, especially academic lexical items and / or rhetorical-lexical items.



Because lexical co-occurrence should determine academic competence in the discipline (cf. Hoey, 2005), the results in this paper should contribute to analysing and questioning if the mastery of specific lexical patterns can indeed point to a good level of specialised writing. This case study should serve as a first stage in a larger study on NNS writers’ choice of lexical-grammar in academic English writing. In this paper, the major hypothesis to be tested is whether NNS writers’ reliance on certain lexical-grammatical items are the product of their non-native status or such elements may be due to other factors. According to the findings, the use of predictable lexical patterns in academic NNS writing may point to the need for further ESP / EAP studies with NNS and NS texts, whereas the function of L1 transfer may need to be accounted for in some cases.

2.
NNS writing framework

There is an extensive literature on NNS academic writing focussing on the examination of specific traits and concerns related to both product and processes of composition. Jafarpur (1996: 89), for instance, observes L2 writers’ performance in comparison with NS writing command, and measures the degree of NNS lexical-grammatical knowledge in terms of the exact word test (i.e., lexical precision), in which NS writers tend to score higher. Jafarpur (1996: 91) also observes that NNS writing need not be uniformly worse than L1 writers’, and that L2 writers tend to have better content knowledge than linguistic command. Various authors examine the fact that content knowledge plays an essential role in the L2 mind to plan and structure the paper (e.g., Storch and Tapper, 1997), whereas the NS focus on writing seems to be first on structure and then content.

Some scholars observe that NNS authors can express concepts and processes in research just as well (or as bad, if done poorly) as NS writers. There is, however, a major difference in the production degrees of lexical features by the NNS group. As Burrough-Boenisch (2003) observes, quantitative and qualitative options for lexis, grammar patterns, and cohesive / structural devices separate NNS from NS discourse. Thonus (2004) claims that such linguistic differences are mainly forms of overall variation in terms of sentence level concern (for NNS) versus a greater interest in the design of paragraphs and sentences.

The fact is that there are different word frequency levels for some lexical / rhetorical items in the NNS academic text. Hinkel (1997: 361) corroborates this form of variation when working with Chinese, Japanese, Korean and Indonesian students, who rely on some types of hedges, pronouns, and other lexical features more if compared to NS writers. This predominance of certain linguistic traits is evident when measured in longitudinal studies, e.g., indefinite pronouns, seldom used in NS academic writing (cf. Biber, 1988). Some adverbial features, such as amplifiers, emphatic and manner adverbs, used extensively by some NNS writers, can result from the influence of L2 informal conversation (Hinkel, 2003: 1065). In terms of hedges, NNS use may parallel NS writing (e.g., Burrough-Boenisch, 2005), but the distinction is again found in the lexical choice made, which becomes less varied and / or precise in the NNS texts; for instance, appear to be and seem to be are used interchangeably according to Burrough-Boenisch (2005: 33), whereas they manifest more distinct patterns of use in NS discourse.

However, that academic writing may differ in terms of the proportional frequencies of certain linguistic items is not exclusively related to NNS writing. Jones and Sinclair (1974) already refer to academic language as “any word or group of words [...] with a pattern of collocation, or regular co-occurrence with other items” (Jones and Sinclair, 1974: 16). Cowie (1998: 6) also states that collocations and colligations characterise academic discourse. Biber et al. (1998) demonstrate that academic prose contains a higher rate of certain occurrences, like hedge clauses, when compared to other registers. Hoey (2005) observes that being competent in a given academic discipline is closely related to having “mastery of collocations, colligations and semantic associations of the vocabulary [...] of the domain-specific and genre-specific primings” (Hoey, 2005: 182). 

The fact is that context, whether specialised or restricted to a given genre, influences all writers to use certain constructions in their text. An example given by Hoey (2005:48-49) is the noun consequence, which appears as the head of nominal groups in 98 percent of its occurrences within nominal groups (journalistic texts). Hoey claims that the writer of such newspaper language will convey a certain lexical morphology because the moment at which he or she may choose a certain item is conditioned and motivated by the assimilated patterning operations in such a context. 

There is also the growing notion that a specific writing type need not be restricted to the realm of NS writers (e.g., Baker, 2004). This is more so in the context of global communities, e.g., university and research, where academic and professional exchanges in English may come and go, often shaping and re-shaping new discourse strategies. A given corpus analysis of academic writing at a certain time would thus “provide statistic snap-shots that give the appearance of stability but are bound to the context of the data set” (Baker, 2004: 10). Halliday (1991) compares the measurement of linguistic-discursive items in academic writing with a weather system where “each day’s weather affects the climate, however infinitesimally, either maintaining the status quo or helping to tip the balance towards climatic change” (Halliday, 1991: 32). As a consequence, there is also the changing nature of discourse to keep in mind, i.e., the differences resulting from writing styles. 

It is my belief, based on this literature and my own experience, that, among other factors, a corpus-based analysis of NNS texts should never be taken as a way to prescribe a writing method, but rather as a fundamentally descriptive form of explaining what, how, and even why some changes occur. Why these happen and characterise a given writing type could then relate to NNS strengths and weaknesses in the language learning context. The corpus analysis should thus focus on the lexical features or items that significantly differ (or match) from one corpus to another. The aim is to analyse the type of academic discourse traits prevailing in the texts, and whether such aspects may prove to characterise particular elements in NNS writing or may imply existing NNS variation. 


Because some lexical items seem to function as attributes of academic stance in certain text and discourse types (cf. Biber et al., 2004), a case study of NNS writing may demonstrate that certain lexical-grammatical patterns denote (or do not denote) variation in relation to NS writing. The analysis in this paper should aim to describe restricted patterns and then see if they are the result of NNS overuse, misuse, or even L1 transfer. In this methodological line, the various levels of word use would suggest the ever important need for NNS language revision and improvement. However, the analysis may also lead to the view that academic lexical choice can sometimes be framed too rigidly and / or statically in the register. In this sense, two options may open in this case study analysis: 1) To explore degrees of lexical choice variation among NNS writers, and 2) to consider the reasons for the predominance of certain lexical features arising from linguistic weaknesses and strengths in language learning and ESP.      

The selection of disciplines other than Computer Science for the reference corpus (BNC Sampler) aims to compare NNS outside of the subject area. In this scope, we may work not only with divergence, but also similarity, without having to account for single discipline-related language at this stage. The common lexical features should therefore aim to identify strengths in academic discourse, not only for the determination of specific academic traits in the lexical items observed, but also for the exploration of contextual factors—e.g., North (2005) identifies variation in the Humanities in terms of theme and rheme sequencing, used as early as undergraduate essays—. In general terms, the analysis should afford a teacher-oriented view built on the observed degrees of lexical flaw and achievement. 

3. Corpus management

This section describes the method used to collect the lexical items in the contrastive study with the two corpora.

3.1
Case study and reference corpora

The nine research articles written by colleagues in the Computer Science Department constitute the small case study corpus for the analysis. Each paper was written by a different group of authors, with only one professor appearing in three papers with other authors. At the time of the corpus compilation and design (September – November 2008), no paper had been published yet, while all the papers had already been accepted for publication and had completed all the peer-reviewing requirements. The groups of authors from University of Extremadura ranged between four and five people. 

The total number of words or tokens is 25,931, with 6,856 distinct words or types, and a STTR (Standardised Token-to-Type Ratio, normalised rate per every 1,000 words) of 48.03 words. This lexical density is high if compared with other written registers (e.g., journalistic texts), and even with the reference academic writing corpus used (from the BNC Sampler). Figure 1 displays such features from the NNS corpus in contrast with those from the reference corpus of NS writing (BNC).
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Figure 1: Contrastive view of corpora features

The reference corpus is larger (482,022 tokens—i.e., 48.2022 x 10,000 in the graphic—), and covers three disciplines (12 texts from Arts and Sciences, five in Social Sciences, and four in Arts and Humanities), as well as three other genres (magazine articles, journal articles and reports). The contrastive approach thus seeks to identify language that will not be restrained to the same subject area, as mentioned.

3.2
The core data

According to the literature, the tendency among Spanish academia is to rely much on discourse markers, hedges, and paraphrasing, both in their mother language and L2 (e.g., Lahuerta Martínez, 2004; Morales, Cassany and González-Peña, 2007; Cademártori, Parodi and Venegas, 2007). It is decided then to focus in the investigation on the use of functional items within clauses. Most are prepositions, non-qualifying adjectives, pronouns and conjunctions. In addition, auxiliary / modal verbs (i.e., de-lexicalized), discourse markers, and procedural / structure words (e.g., the noun use) can be included, since they also operate structurally, and convey cohesion and “structure the text” (Hutchinson and Waters, 1981: 65). All these words constitute node or head words with which to observe lexical item behaviour within and between the two corpora. 

In other words, the corpus analysis starts with the comparison of some function / grammatical words, and so, the most frequent grammatical words among the first 100 appear as the core data. Their frequency-based positions in the two corpora lists show either ranking similarity or differentiation. This step includes some words from the top 100 used in the reference (BNC) corpus (e.g., the possessive our in position 95, but in position 102 in the NNS texts).

As usual, because the two corpora—target NNS and reference NS—are written prose, they present common function words at the top of their lists, e.g., the, of, and. Some similar ranked positions surface for the words at the top of the lists. Likewise, because the two corpora are written academic texts, small differences in the ranking may lead to significant feedback in the subsequent analysis. Already at position number four, for instance, the NNS corpus has the preposition in, while the BNC selection has to (words actually reversed at position five). This first step in the management of the corpus data should serve as the basis for the examination of frequency similarities and divergence. The analysis of most grammatical words at such high positions on the lists is bound to produce significant results, while an in-depth view of very different words (lower on the lists) may be less useful in a corpus examination where frequency is important.

Figure 2 illustrates major word order divergence used as a first yardstick for the corpus analysis. Among the top function items, only those that differ in more than five wordlist positions appear, and as shown, especially noteworthy is the ranking divergence of more than 10 slots on the lists (e.g., the pronouns we and I, salient in the NNS texts and NS corpus respectively). Thus word frequency is relative within the corpus, i.e., it is measured in terms of this observed ranking variation inside each corpus. 

The numbers from 0 to 100 in Figure 2 refer to relative frequencies, i.e., proportional frequencies in relation to the overall percentage for functional items in each corpus. This preliminary view from a word list comparison already ‘speaks’ about the probable predominance of certain lexical constructions in one corpus or another. It should not only set the tone for what to expect as representative items in the collections, but also visually show that relative frequencies within each corpus guide the contrastive analysis (e.g., while we is used more in the NNS texts, our is not, an apparent contradiction that should be explored, along with other data found, in the subsequent corpus study).  
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Figure 2: Contrastive view of relative frequencies for selected function words from the word list comparison

4. 
Results

The second step in the corpus analysis deals with the core contrastive exploration of lexical items as attributes of academic stance (cf. Biber et al., 2004). The academic register should be at least partly checked by means of collocational strength degrees—i.e., in terms of content, grammatical-discursive position, semantic space, and text-item relationships (cf. Hoey, 2005)—; thus, these items should be closely examined according to their relative frequencies within each corpus so that their use percentages may be paired up between the two corpora. Then, a third step in the study corresponds to the description of the findings according to their various co-textual and contextual factors.

4.1
Collocation levels


As stated, we are primarily interested in either the presence or absence of similar levels of use in the academic phraseology identified for the two corpora. Therefore, we should be able to pursue the arrangement of three main types of collocational material: 

1) Those items that can be observed to behave in both corpora with similar frequencies and distribution. For example, with the preposition in, the purpose marker in order to appears extensively in both corpora: 56 times in seven texts in the NNS corpus, and 80 times in 12 BNC texts.

2) Those lexical items with a higher use rate in the BNC texts, a proportion made in relation to the use of a collocating content word. For example, with the preposition in the BNC selection includes the expression shown in + Figure / Table with a proportion rising to 39.2 percent, i.e., 42 instances, out of the 107 occurrences for shown in the BNC texts. In contrast, this use rate is lower in the NNS texts: 20 percent, which means that out of the 10 instances of shown, only two are shown + in Figure / Table.

3) There are those lexical items with higher proportion percentages in NNS than in NS texts. An example with in is in the case of, with 33.3 percent in relation to case (15 times out of 45 occurrences of case), while the percentage goes down to 16.9 percent (26 out of 153) in the BNC collection.

Cases 2 and 3 illustrate proportional linguistic divergence between the two corpora. Divergence is estimated at a proportion of 15 percent or more. This threshold is arbitrary, but is calculated as a cut-off point on account of the small sizes of the corpora, especially NNS. In addition, it is generally found that, below this level, collocational strength tends to decline in terms of relative frequencies. For instance, the expression shown in + Figure / Table demonstrates collocational strength, but the NNS writers seldom use it. Thus, some degree of NNS gap or lack for the development of the given construction appears. There are also cases in which an item used significantly in one set of texts has no representation in the other (e.g., with the preposition to the construction to ensure that appears 36 times in the BNC texts but none in the NNS corpus).  

The items in Case 3 tend to be considered, at least a priori, characteristic of NNS use, since they demonstrate less proportional significance in the BNC reference, where some may even be inexistent. For example, in this sense appears eight times in six papers, but none in the NS texts. Figure 3 illustrates the main findings of the analysis according to the three possibilities: Similar use according to frequency and distribution; NNS gap, if the item is used below the 15 percent cut-off point in the NNS corpus; NNS use, if the item is used below that threshold in the NS selection.
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Figure 3: Contrastive view of lexical items in the corpora


Figure 3 graphically renders the numbers of lexical items derived from the wordlist function words. The items analysed comprise lexical collocations, colligations, semantic associations, and textual collocations (cf. Hoey, 2005). This view of the data can also confirm the distinctive use made of the collocational material with the function words (e.g., the pronoun I in BNC texts, or so in the NNS texts), as compared with Figure 2. Other cases, however, e.g., we in NNS texts, may not match the comparison concerning their very distinctive use, a factor that should be examined below.



Collocation refers to the statistically significant co-occurrence of two or more words in the texts. An example is in Table 1 below, appear* + to be, formed as a common collocation in both corpora, being used around 20 percent (20 for NNS and 20.4 for NS) of the time that the lemma appear* surfaces (i.e., it includes all derived forms—appears, appeared, etc—). Colligations may involve frequency in the use of a given word class, such as nouns followed by the preposition to without the indication of purpose or reported speech (e.g., access to, person to follow, of interest to readers, taught secrets to, etc, but not used the brush to, or asked the student to). These items indicate NNS gaps, as they have a much smaller presence in the NNS texts. Colligations may also include any given item in which a grammatical aspect is related to the collocation (e.g., be + asked to, conjugated in the present tense in NNS texts but not in NS). 

The third lexical item type refers to those collocations that have statistically significant semantic relationships, called semantic associations. With the preposition to, the item related to + concept or issue is an NNS-based semantic association, whereas the example to be seeking + work is used only in NS texts (i.e., represents an NNS gap). Finally, textual collocation refers to a pattern characterised by the positioning of a lexical item at a given point or place in the text. The example one of the most + adjective appears at the beginning of sentences at a much higher proportion, in relation to the pattern the most + adjective, in NS than in NNS texts. 

Proportion percentage significance is not always calculated in relation to a content word, as the textual collocation one of the most + adjective, or the colligation noun + to may show. In the case of this colligation, the aspect compared is the lack of reported speech or purpose in the item. Thus, proportion rates can derive from patterns other than one single node word if the proportion would be too low when calculated in terms of that single word, as seen in examples from Tables 1 and 2 below. 
	WORD USE
	Similar Use
	NNS Gap
	NNS Use

	Collocation
	Appear* + to be 

(20 / 20.4%)


	It is possible to 

(8 vs. 28.2%)
	We observe that (14.7 vs. 0%) 

	Colligation
	The basis for (Direct Object) 

(26.3 /  17.6%)


	Noun + to (no purpose / no reported speech) 

(1.2 vs. 26.5%)
	Be + asked to (present tense)

(61.5 vs. 0%)

	Semantic Association
	In the field of + area

(20 / 11.5)
	To be seeking + work (0 vs. 28%)
	Related to + concept

(76.9 vs. 26%)

	Textual Collocation
	As a result of (beg. paragraphs)

(20 vs. 31.5%)
	One of the most + adj. (beg. sentences)

(4.3 vs. 23.2%)
	For this reason, (beg. sentences)

(20 vs. 2.9%)


Table 1: Examples of word use according to lexical item categories

This classification of the data is by no means exhaustive in the aim to pinpoint the lexical items derived from grammatical words in the texts. The top side of the word lists used is managed as a reference framework for lexical contrastive study so that main linguistic-discursive traits in academic discourse may be depicted. For example, the collocation need to be appears significantly in both corpora, but is ignored because it says little about academic stance (i.e., lexical-rhetorical functions). However, an expression used similarly in both corpora, like as a result of at the beginning of paragraphs, exemplifies relevance for academic writing. Even those used characteristically by NNS, e.g., for this reason, at the beginning of sentences, are good examples of academic stance. Another issue will be their consideration as good choices of writing because of their misuse or L1 transfer traits. 
4.2
Text / context factors

This contrastive view should help to support the stage of the quantitative analysis in which the items are classified according to potential variables influencing text production: 1) Native vs. Non-native use, and 2) genre vs. subject area. This way we may have more information regarding the nature of the lexical choices made. 

4.2.1 The Native vs. Non-native factor

A frequency-based correlation should illustrate the relationship between the items and the corpora where they are used more distinctively by the two different sets of writers. The comparison of the data from Figures 2 and 3 above may provide information about word use expectations within the corpora. Figure 4 graphically displays a correlation between the two data sets; it compares the higher, lower or equal positions of the words in Figures 2 and 3 with the actual production of those items, i.e., compares word frequency with the extended use of that word as academic language in the texts.
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Figure 4: Correlation of word frequency and use in the texts


The terms ‘NNS gap’ and ‘NNS use’ again refer to the distinctive number of instances found either in the NNS or BNC texts respectively (cases 2 and 3 above). The ‘number of words’ in Figure 4 computes as follows: The frequency wordlist items (Figure 2) are counted once, but when their position differs by more than 10 spaces (e.g., the pronoun we), and the lexical items used with that word appear in one of the three case categories only (i.e., case 1, 2, or 3), then, the wordlist words are counted twice or multiplied by 2. This way, those word presenting similar amounts of lexical items in more than one category (e.g., the word each—which has the same degrees of NNS use and Similar use—or may—low NNS gap but also low NNS use—see Figure 3), are counted once and thus distinguished in their less distinctive use from those appearing more frequently in one corpus alone and with many more different lexical items in that corpus. This measurement aims to illustrate lexical characterisation in terms of higher relative frequency rates and greater lexical use made within the given categories, and thus, to reveal possible overuse and / or misuse.  


As seen in Figure 4, the curves are similar for the ‘Similar use’ and ‘NNS use’ categories, but the one for the ‘NNS gap’ changes. In quantitative terms, this major graphical deviation means that few items from the very frequent NS vocabulary appear in large proportions in the NNS texts, whereas a good deal of word use similarity appears when the word use frequencies are significant for those items in the NNS texts. In other words, the NNS writers use some specific words very frequently, and these form characteristic NNS expressions, and in many other cases, their production of lexical items materialises in similar proportions to the ones measured in NS writing. However, the opposite is seldom the case. 



Figures 3 and 4 also display the fact that both corpora include their own peculiar lexical characterisation. For example, three words that are especially distinctive in NNS texts are that, on, with (Figure 3), and two in the BNC selection are I, if. The items resulting from such node words demonstrate that each collection has its own set of characteristic expressions, and that the BNC selection leads to fewer lexical similarities. It may be said then that, according to the statistics of word use, while many items tend to be similar to NS, several others are only peculiar in NS. 



The examples mentioned above with the words we and our may illustrate the nature of these findings. The lexical set with we in the NNS corpus includes some distinctive academic items (e.g., we observe that, we + adverb + believe that), exclusive of the NNS corpus. Then, there are other significant ones in both NNS and NS texts (e.g., as we will + see / do, as we have + past participle), while some others are only recorded in NS (we must ensure, we will have to). In the case of the possessive our, many deriving from NS do not surface in NNS at all (e.g., our existing + noun, our commitment, our version of, etc.). 



Regardless of the fact that words like we appear with many NNS items, and words like our do so in fewer NNS expressions, the pattern is that a larger number of NNS items seem to be rigidly framed within the same type of discourse style: research-based (e.g., we observe that, our main objective, our own research, our target + noun, etc). In contrast, more items in NS tend to vary by denoting a less register-focussed framework. This aspect indicates variation in the NNS corpus in terms of lexical choice, and corroborates the literature about the less varied selection of linguistic items in NNS writing. The following step would be to examine if this variation is mostly due to having to work with L2 or there may be other factors involved.  

4.2.2

Genre and subject matter


Lexical use is also described according to the variables shown in Figure 5 below. The classification of native versus non-native use can now visually compare with genre and subject / discipline-based influence; this double variable affects the use of the four collocational types. The categories ‘NNS and NS’, ‘NS’, and ‘NNS’ are the same respective ones as ‘Similar use’, ‘NNS Gap’, and ‘NNS use’; the new names refer to the contextual factors or variables. 


Figure 5 shows that the NNS writers produce many distinctive collocations but fewer characteristic colligations, by comparison, than NS writers. However, there is a significant word use similarity as well (corroborating claims from Figures 3 and 4 above). In addition, there are various lexical items in the texts that are neither characteristic of NNS or NS writers, but that may be there as a result of genre / text type, or subject / topic influence. This kind of observation mainly results from the different text types and disciplines used in the two corpora. Table 2 below displays some examples found of such genre- and subject-related items in the four lexical categories.
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Figure 5: Degrees of lexical use according to textual and contextual variables

	Lexical use
	Genre
	Subject

	Collocation
	Such as + examples 

(56% --NNS papers)
	If and only if 

(71.4% --BNC: Logic)



	Colligation
	I had + past participle

(47% --BNC reports)
	is + to be  + past participle

(17.8% --NNS: IT and e-learning)



	Semantic Association
	Be + applied to + area

(25.6% --NNS introductions) 
	Be / appear + on the right + side 

(26.6% --NNS: databases)



	Textual Collocation
	There is no + noun (beg. paragraphs) 

(34.8% -- BNC articles)
	This form + be completed (beg. paragraphs)

(16.4% -- BNC: survey reports) 


Table 2: Examples of lexical use influenced by genre and discipline-related factors



The genre- and subject-related items appear with significant proportional frequencies in the types of texts and subjects encompassed. The collocation such as followed by nouns to give examples proves noteworthy in the NNS papers, in line with the emphasis made in these texts on exemplification, as demonstrated by the also predominant state of nouns like example and instance, of verbs like illustrate and present, and of the acronym e.g. In turn, the colligation I had + participle is typical of the report register in the BNC selection, not found in the genre of research articles. This presence of reporting constructions with the pronoun I is not, then, due to NS versus NNS use, but to the nature of the text itself.   


The influence of genre and / or subject area may thus overlap with native / non-native writing variation. The lexical items, depending on their text / context role in the corpora, may indicate factors other than the writer’s origin. For instance, the semantic associations in Table 2 illustrate how some items used by the NNS authors describe a specific research methodology line. This type of movement in the research paper introductions would condition the writer to turn to more restricted lexical choices. 


Another example is the use of subject-related collocates for Mathematical Logic (in the BNC texts) or the colligation is + to be + past participle, characteristic in the description of future uses of e-learning technologies in the NNS texts. In all these instances, the writers seem to share a need for the use of certain lexical items that can be traced to textual and contextual reasons in order to adjust to conventions.

5. 

Discussion



In the discussion derived from the findings, two main questions arise that may challenge the characterisation of NNS writing in contrast with native use: 1) Is the characteristic NNS text more predictable or pre-defined because of the more restrained set of lexical items used throughout?, and 2) Can differences between NNS and NS writing be described in terms of L1 transfer?

5.1

The characteristic NNS text



The findings from the contrastive analysis may be used for the evaluation of two issues related to how specific NNS writing may be because of the writer’s L2 status. In other words, we can ask if NNS writers produce a more restrained number of lexical items in academic discourse, i.e., are the items more pre-defined or predictable than in NS texts?, and furthermore, can variation be attributed to other factors and variables?



According to Storch and Tapper (1997), the NS writers would work according to a rhetorical paradigm and then produce the items needed, while NNS authors are more likely to concern themselves with lexical-grammatical items. Obviously enough, because of the restrained type and small size of the NNS corpus used in this study, the answers to these questions cannot be unbiased or absolute. Given the information obtained on characteristic patterns, it is clear that the NNS authors analysed demonstrate linguistic-discursive competence in terms of their wide use of distinctive, NS, and genre- / -subject related academic items (e.g., Figures 4 and 5). The fact is also that the small NNS sample can confirm degrees of collocational use that differ from NS substantially. The number of characteristic NNS items cannot be contradicted, while the extensive NS use of academic patterns measured provides valuable contrastive feedback. 



An example is that of hedges, used differently by NNS writers. Do NNS authors produce a more pre-defined / predictable set of hedges? Neff et al. (2004) claim that some specific modals are overused in NNS texts (e.g., can), and are sometimes combined in items that are unfound in NS writing (e.g., we can wonder to express doubt). Notwithstanding, a corpus of NNS writing like ICLE (International Corpus of Learner English), used by Neff et al. (2004), has little to do with the NNS corpus in this paper, not only due to size and scope, but also because all the NNS authors in this case study are professors and postgraduate students, very fluent in academic English writing. Only in the higher frequency of can in contrast with the rest of the modals might a slight parallelism occur with the ICLE data. However, in our corpus, according to the measurement done with this modal, the passive voice with can is used at proportionally similar rates by both NNS and NS writers. This contradicts the ICLE findings and exemplifies similar use in many cases.



Based on Hyland (2008), we know that there are big differences in the frequencies that common academic (or semi-technical) items have across disciplines and genres. According to this author, the research article, for instance, is often the reference for academic writing, and from this genre, various possible indications for variation exist (Hyland, 2008: 47). In our small corpus, there is already evidence of such variations due to genre and even discipline influence. The difference in use between the first person pronoun we was especially revealing, and two major observations can be stated: 1) There is a more restrained use of the words by NNS authors (i.e., in more restricted clauses). 2) This limitation often obeys the influence of the research-oriented type of discourse in Computer Science papers. Hyland’s claim that the semi-technical items follow the research-oriented stylistic inclination more in engineering disciplines would thus be confirmed.



It is also a fact that many cases of overuse and misuse (i.e., NNS use and gap in the findings) occur. In most cases, the tendency would be to offer possible alternatives for the writer so that they may experiment with native-like structures, previously unused or unnoticed. For instance, if the bundle in relation to appears too often in two or three papers by the same authors, it could be replaced by NS alternatives, like with regard to or with respect to. Another example may be the substitution of seem to be by appear to be if the NS reference gives a clearer distinction. The items may thus be classified according to frequency in NS, NNS texts, genre, and subject / topic, and this distribution could provide sound solution options when vocabulary use is weaker.

5.2

L1 transfer



A second major aspect in NNS writing is the possible presence of the mother language and its influence at the time of choosing a given lexical construction. This factor would constitute an important step in the second phase of my study, together with the analysis of NNS and NS writing in the same discipline. However, from a preliminary examination of some frequent items, we can already gather some data that tells us about some L1 transfer problems. The types of lexical items analysed and classified with this L1 influence are still under study, and the information in Figure 6 is unprocessed.
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Figure 6:  Some lexical items unused by NNS authors as a sign of possible L1 transfer-related problems



The category “english corpus no” in Figure 6 (left-hand column) refers to the presence of a large number of occurrences for that lexical item in the NS corpus. The right-hand column, “spanish corpus no”, refers to an academic writing corpus in Spanish built from the web for the purposes of comparison. In “english corpus no”, those items denote NNS gaps, i.e., they were seldom used or not used at all in the small NNS corpus. Therefore, the Spanish corpus has been built to check if such gaps may be caused by frequent L1 constructions that may hinder their realization in academic L2 writing. The (v) signs in the expressions refer to their very likely and characteristic academic use (i.e., they occur across different disciplines in the corpora).



For instance, at position 75, the prevalent Spanish equivalent that may prevent the Spanish writers from using the construction in the infinitive is the gerund of the verb (making use of), which in fact appears in the NNS texts more often than make use of. Another example may include a textual collocation (# 88), common in NS academic texts, but not in NNS. The reason may be the characteristic use of this expression within sentences in academic Spanish, and almost never at the beginning of sentences or paragraphs. In agreement with Hoey (2005), the function that these frequencies play in the writer’s mind, especially those amply recognised in their L1, can be key for the selection of the linguistic items in the text.

6.

Conclusions



The final remarks and observations in this paper mainly concern possible applications and developments for EAP / ESP material design, especially for the improvement of writing skills. Obviously enough, this paper can serve as a first step or basis for further corpus-based contrastive examination, as will be also done with NNS academic writing aimed at publication in Computer Science versus NS writing in the same field. 



The analysis may be projected at the description of stylistic choices and guidelines where NNS colleagues may find clear information on those linguistic-discursive items characteristic of academic stance in their domains. The material should include not only NS reference in their field, but also other domains where the genre is employed. In addition, if already considered effective, the NNS writing examples can provide different types of feedback that may ever become handy as possible re-writing options. One example is given above with in relation to.     


As an occasional reviewer of colleagues’ papers in Computer Science, I believe that rather than paper reviewing services, a more valuable information that we can give these NNS authors can be in the form of handout-like stylistic / discursive resources either in paper or digital form for academic language revision. The scope would entail a descriptive, and not prescriptive, approach to the material in a way that, for example, textual considerations may be made as regards native-like use, genre, and / or subject traits. 


The overall pedagogical objective is, in agreement with Bhatia et al. (2004: 205), the strengthening of text processing and production competence by the increase in linguistic discursive awareness of basic generic principles and lexico-grammatical resources. I also agree with some authors (e.g., Johns, 1993; Yeung, 2009) in the use of DDL (data-driven learning) techniques as a complement to foster the completion of schemata often formed by lexical relationships. Lexical gaps would thus relate to specific linguistic demands in the academic context, not necessarily exclusive of the subject field encompassed. 


In agreement with Durrant (2009), the high-frequency collocational material should be directly recognised as part of the lexicon that the learner must master. Therefore, the demand for lexical items must be made obvious for the learner, and then, the use of concordance data and material can follow. For example, textual collocations such as There is no easy answer or there is no point in may provide suitable alternatives for reflection and discussion with NNS authors when they have to start an argument or topic, or as they may introduce ideas into a new paragraph (i.e., by using a suitable textual collocation). Discussing the different options with learners to achieve lexical effectiveness is a key step in the ESP class or seminar.
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