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Abstract. Field Association Terms – words or phrases that serve to identify document fields, are effective in document classification, similar file retrieval and passage retrieval, and hold much promise in machine translation, cross-language retrieval etc., but the main drawback today is the lack of a comprehensive FA Terms dictionary. This paper proposes a method to build a dynamically-updatable comprehensive FA Terms dictionary by extracting and selecting FA Terms from large collections of domain-specific corpora using linguistic and statistical methods. Experimental evaluation for 21 fields using 306.28 MB of domain-specific corpora obtained from English Wikipedia dumps selected 497 to 2,517 Field Association Terms for each field at precision and recall of 74-97% and 65-98% respectively. 
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1. Introduction
With the exponential growth of digital data in recent years, it remains a challenge to retrieve and process this vast amount of data into useful information and knowledge. As opposed to the traditional methods based on vector space models and probabilistic methods, a novel technique based on Field Association Terms (FA Terms) (Fuketa et al., 2000, Tsuji et al., 1999) has been found to be very effective in document classification (Fuketa et al., 2000), similar file retrieval (Atlam et al., 2003) and  passage retrieval (Lee et al., 2002). This technique also holds much promise for application in many other areas such as domain-specific ontology construction (Huang et al., 2007), machine translation (Nguyen et al., 2007), text summarization (Zhan et al., 2007), cross-language retrieval (Lu et al., 2008), etc. 

The concept of FA Terms is based on the fact that the subject of a text (document field) can be identified by looking at certain specific terms or words in that text. It is natural for people to identify the field of a document when they notice these specific terms or words. For example, “homerun” indicates the subfield <Baseball> of super-field <SPORTS>, and “US presidential election” indicates super-field <POLITICS>. Therefore, “homerun” and “US presidential election” are examples of FA Terms. An FA Term is defined as the minimum word or phrase that serves to identify a particular field and cannot be divided further without losing its semantic meaning (Fuketa et al., 2000). FA Terms form a limited set of discriminating terms that can specify document fields (Rokaya et al., 2008, Sharif et al., 2007). 

Although FA Terms have been found to be very useful, the main drawback today is the absence of an effective method to extract and select new FA Terms to build a comprehensive FA Terms dictionary. Traditional methods (Atlam et al., 2002, Atlam et al., 2006, Fuketa et al., 2000, Sharif et al., 2007) have offered no approach to extract compound FA Terms (FA Terms consisting of more than one word) automatically from a document or a corpus. This is a serious drawback because compound FA Terms form a majority of the relevant FA Terms in a given field. Moreover, the traditional methods for the selection of FA Terms do not use POS information and rely too heavily on the term frequency. 

On the other hand, the new methodology that we propose in this paper uses both statistical and linguistic methods to extract and select relevant single as well as compound FA Terms from the domain-specific corpora obtained from Wikipedia dumps (Wikipedia Foundation, Inc.). Therefore, the new approach returns a larger number of relevant single as well as compound FA Terms at high precision and recall. 

In the rest of the paper, Section 2 presents the background and the shortcomings of the traditional methods, Section 3 presents our new methodology and Section 4 presents the experimental evaluation. Finally, Section 5 presents the conclusion and future work.
2. Background
2.1. Definitions
FA Terms are categorized as single FA Terms or compound FA Terms. Their definitions are provided below. 

Single FA Term: A single FA Term is an FA Term which is formed by “independent, meaningful, inseparable and smallest unit” (Fuketa et al., 2000) usually consisting of a single word. In this paper, two or more words separated by hyphens but not by white spaces are treated as a single FA Term for the purpose of automatic extraction. E.g. “democracy” and “multi-party” are treated as single FA Terms in <POLITICS>.
Compound FA Term: An FA Term that consists of more than one word. In this paper, only terms consisting of words separated by white spaces are treated as compound FA Terms for the purpose of automatic extraction. E.g. “head of government” is a compound FA Term of <POLITICS>.
Field Tree: A field tree is a scheme that represents relationships among document fields. A document field is defined as basic and common knowledge useful for human communication (Fuketa et al., 2000). Leaf nodes in the field tree correspond to terminal fields, nodes connected to the root are super-fields and other nodes correspond to median fields. For example, the path <SPORTS/Water Sports/Swimming> describes super-field <SPORTS> having subfield <Water Sports>, and terminal field <Swimming>. 
FA Term Levels: FA Terms are classified into five different levels (Fuketa et al., 2000) based on how well they indicate specific fields. They are 1) Proper FA Terms - terms associated with one subfield only, 2) Semi-proper FA Terms – terms associated with more than one subfield in one super-field 3) Super FA Terms – terms associated with one super-field, 4) Cross FA Terms – terms associated with more than one subfield of more than one super-field 5) Non FA Terms – terms that do no specify any subfield or super-field. 
2.2. Shortcomings of traditional methods
Fuketa et al. (Fuketa et al., 2000) relied on the extraction of FA Terms from a manually collected document corpus using “weighted inverse document frequency (WIDF)” which was defined as the term frequency of a word in a sub-field divided by the term frequency of the word in the whole corpus. Although this simplistic method was found useful in selecting FA Terms on a small scale in Japanese (Fuketa et al., 2000), it is not effective for extracting and selecting English FA Terms on a larger scale. Atlam et al. (Atlam et al., 2006) presented a method to extract single FA Terms from the Internet using the search engine. In this method (Atlam et al., 2006), FA Terms are selected based on the “Concentration Ratio” of the FA Term candidates. The “Concentration Ratio” is calculated using the term frequency of an FA Term candidate in the documents obtained from the Internet using a commercial search engine such as Yahoo or Google. Sharif et al. (Sharif et al., 2007) proposed to improve Atlam’s method (Atlam et al., 2006) by using a passage retrieval technique. The only difference between Atlam’s method and Sharif’s method (Sharif et al., 2007) is that Sharif’s method calculates the term frequency of FA Term candidates based on passages retrieved by Salton’s passage retrieval technique (Salton et al., 1993) rather than using whole document texts. Both these methods (Atlam et al., 2006, Sharif et al., 2007) have the following drawbacks:
· Some documents returned by commercial search engines may not be very relevant to a given field.
· Sorting and compiling a large collection of documents for different fields using commercial search engines would be tedious and mistake-prone.
· The method adopted for the extraction of FA Term candidates from the documents or passages is not explained.
· Although compound FA Terms form a majority of the FA Terms in a given field, they have not proposed any method for the automatic extraction of compound FA Terms from a document or a corpus.
· Calculation of “Concentration Ratio” for selecting relevant FA Terms uses only term frequency. No other component for domain relevance is used in selecting FA Terms from a pool of FA Term candidates. Term frequency may not be the only determining factor for a term’s association with a field. 
In view of the above drawbacks, these methods (Atlam et al., 2006, Fuketa et al., 2000, Sharif et al., 2007) are not suitable for extracting and selecting FA Terms to build a comprehensive FA Terms dictionary. 
Atlam et al. (Atlam et al., 2002) proposed a method to select compound FA Terms from a pool of single FA Terms, but this method is again constrained by the limitation of the single FA Term extraction methods (Atlam et al., 2006, Fuketa et al., 2000, Sharif et al., 2007) since it is not able to extract compound FA Terms automatically from the document or the corpus. 
In order to overcome these drawbacks, this paper presents a new methodology to extract and select both single and compound FA Terms automatically from high-quality domain-specific corpora obtained from Wikipedia dumps (Wikipedia Foundation, Inc.) using linguistic and statistical methods. 
3. Proposed methodology
3.1. System outline
The outline of the proposed system is shown in Figure 1. It requires domain-specific corpora for the various fields of interest and reference corpus for comparison, a part-of-speech (POS) tagger, a module for candidate terms extraction, a module for candidate terms weighting and selection, and lastly the module for determining the level of selected FA Terms and appending to the FA Terms dictionary.

Firstly, documents in a domain-specific corpus are POS tagged using TreeTagger (Schmid, 1994, University of Stuttgart). The tagged corpus is then fed as input to the FA Term candidate extractor module. The extractor module extracts FA Term candidates that match predefined POS pattern rules. The extracted FA term candidates are then weighted and ranked by comparing with a reference corpus and using specially developed formula based on tf-idf  (Brunzel et al., 2007). Candidate terms that have normalized final weights higher than the heuristic cutoff weight are automatically selected as new FA Terms. The selected FA Terms are then manually checked by human experts to confirm their relevance. Finally, the selected FA Terms are compared with all other FA Terms in the dictionary and their FA Term level is determined by the module for updating FA Term level.  

This system outline is applicable to the selection of both single FA Terms and compound FA Terms. However, stopwords list is used only during the selection of single FA Terms whereas single FA Terms list is used only during the selection of compound FA Terms. 

Figure 1. System outline of the proposed FA Terms selection methodology

FAT* = FA Term, FATs* = FA Terms.3.2. POS tagging
The documents in the domain-specific corpora and the reference corpora are POS-tagged using TreeTagger (Schmid, 1994, University of Stuttgart). In his paper, Schmid (Schmid, 1994) presented a probabilistic tagging method which avoids the problems that Markov models based tagger face when they have to estimate transition probabilities from sparse data. In this tagging method, transition probabilities are estimated using a decision tree. TreeTagger was implemented based on this method, and was found to achieve accuracy of 96.36% on Penn-Treebank data which is better than that of a trigram tagger on the same data. 

The TreeTagger annotates text with POS and lemma information. Table 1 shows the results of tagging the following sentence:Red, commanded by retired Marine Corps Lt. General Paul K. Van Riper, used motorcycle messengers to transmit orders to front-line troops, evading Blue's sophisticated electronic surveillance network.
	Token
	POS
	Lemma
	
	Token
	POS
	Lemma
	
	Token
	POS
	Lemma

	Red
	NP
	Red
	
	Van
	NP
	Van
	
	troops
	NNS
	troop

	,
	,
	,
	
	Riper
	NP
	Riper
	
	,
	,
	,

	commanded
	VVN
	command
	
	,
	,
	,
	
	evading
	VVG
	evade

	By
	IN
	by
	
	Used
	VVN
	use
	
	Blue
	NP
	Blue

	retired
	VVN
	retire
	
	motorcycle
	NN
	motorcycle
	
	's
	POS
	's

	Marine
	NP
	Marine
	
	messengers
	NNS
	messenger
	
	sophisticated
	JJ
	sophisticated

	Corps
	NP
	Corps
	
	to
	TO
	to
	
	electronic
	JJ
	electronic

	Lt.
	NP
	Lt.
	
	transmit
	VV
	transmit
	
	surveillance
	NN
	surveillance

	General
	NP
	General
	
	orders
	NNS
	order
	
	network
	NN
	network

	Paul
	NP
	Paul
	
	to
	TO
	to
	
	.
	SENT
	.

	K.
	NP
	K.
	
	front-line
	NN
	front-line
	
	
	
	


Table 1. Sample output of TreeTagger
3.3. FA Term candidates extraction

3.3.1. Extraction of single FA Term candidates
Single words like “ombudsman” and two or more words joined by hyphens but not separated by white spaces like “self-determination”, “commander-in-chief” etc. which are common nouns, proper nouns, adjectives or gerunds are extracted as candidates for single FA Terms. The words that belong to these parts-of-speech are the most likely candidates for single FA Terms. We extract the actual word used as well as its lemma. Words like “voting”, “vote”, “votes” refer to the same lemma “vote”. However, we do not replace the different forms with the lemma as the information conveyed by different forms may be lost. The lemma information is extracted in case it is found useful in future works. 
3.3.2. Extraction of compound FA Term candidates
3.3.2.1. Extraction by matching POS patterns
Compound FA Terms are formed by collocations. Smadja et al. (Smadja, 1993) identified three types of collocations: rigid noun phrases, predicative relations and phrasal templates. Compound FA Terms consist of an uninterrupted sequence of words such as “parliamentary election”, “Council of Ministers”, “Christian Heritage Party”, “Declaration of the Rights”, etc. and fall under the category of “rigid noun phrases”. 

Voutilamen (Voutilamen, 1993) and Bennet et al.,  (Bennet et al., 1999) have developed rules for extracting noun phrases in general, but they can not be applied directly for our purpose as we are interested only in some special noun phrases that are candidates for compound FA Terms. All noun phrases cannot be candidates for FA Terms. Based on previous studies  (Bennet et al., 1999, Smadja 1993, Voutilamen 1993) and on our own observations, we developed the following sequence of POS patterns for a maximum length of ten words and minimum of two words, as rules for determining compound FA Term candidates:

1.  [Noun] – [Noun] – [up to 8 more nouns]
2. [Noun] – [Preposition] – [Noun] – [up to 7 more nouns]
3.  [Noun] – [Preposition] – [Article] – [Noun] – [up to 6 more nouns]
4. [Adjective] – [Noun/Gerund] – [up to 8 more nouns]
5. [Adjective] – [Adjective] – [Noun] – [up to 7 more nouns]
6. [Gerund] – [Noun] – [up to 7 more nouns]
These rules are applied to the tagged words from the corpora using a sliding window of ten words. The window is placed on the words such that the word at the beginning of the window is a noun, adjective or a gerund as per the POS pattern for a compound FA Term candidate identified above. The POS pattern rule is then applied to the window contents. The window will be truncated when a word that does not conform to the identified POS pattern is encountered or a punctuation mark other than the hyphen is encountered. Whether a candidate term is located or not, the window then slides over to the next word that matches the starting POS for a FA Term candidate following the word where the previous window was truncated. If the previous window was not truncated, the window moves to the word that matches the starting POS for a FA Term candidate next to where the previous window ended.  The process is repeated until the end of the file is reached. 
Example 1.

As an example, let us look at the extraction of compound FA Term candidates from the following sentence.
Red, commanded by retired Marine Corps Lt. General Paul K. Van Riper, used motorcycle messengers to transmit orders to front-line troops, evading Blue's sophisticated electronic surveillance network.
Figure 3 shows the first three steps involved in extracting compound FA Term candidates from the sentence given above. The abbreviation FAT stands for FA Term. The box formed by broken lines show the position of the ten word sliding window at each step, while the box formed by the dark unbroken lines show the position where the window is truncated after identifying a possible FA Term candidate.
Step 1: 
The first ten-word sliding window is positioned starting from the word ‘Red’ as it is a proper noun and matches the starting POS for a FA Term candidate. Starting with the first word inside the window, we try to match the POS pattern with the identified POS patterns for FA Term candidates. After the word ‘Red’, there is a comma which does not belong to any of the identified POS patterns. So the first window will be truncated right before the comma. This would lead to the extraction of FA Term candidate ‘Red’, but it will be rejected as it is not a candidate for compound FA Term. 

Step 2:

The first sliding window was truncated after the word ‘Red’. So the next sliding window will be positioned at the next word that matches the starting POS for a FA Term candidate. It happens to be the word ‘Marine’ which the POS tagger identified as a Proper noun (see Table 1). There is a sequence of proper nouns forming the phrase “Marine Corps Lt. General Paul K. Van Riper”. This phrase will be extracted as a compound FA Term candidate as it matches one of the identified POS patterns, and the window will be truncated after the word ‘Riper’.

Step 3:

The second sliding window was truncated after the word ‘Riper’. The next sliding window will be positioned at the next word that matches the starting POS for a FA Term candidate. It happens to be the word ‘motorcycle’ which the POS tagger identified as a common noun (see Table 1). The next word ‘messengers’ is also a common noun. But the next word is ‘to’ which is not part of any of the POS patterns identified for compound FA Term candidates. Therefore the sliding window will be truncated next to the word ‘messengers’ and the phrase “motorcycle messengers” will be extracted as a compound FA Term candidate. 
Using the method outlined above, the underlined phrases would be extracted as compound FA Term candidates from the following sentence.

Red, commanded by retired Marine Corps Lt. General Paul K. Van Riper, used motorcycle messengers to transmit orders to front-line troops, evading Blue's sophisticated electronic surveillance network.
Furthermore, some of the FA Term candidates can furnish other smaller FA Term candidates since some of the POS pattern rules are subsets of other rules. The smaller term candidates corresponding to the subsets of longer POS pattern rules are extracted as described in Section 3.3.2.2. Finally the following compound FA Term candidates would be furnished from the abovementioned sentence: Marine Corps Lt. General Paul K. Van Riper, motorcycle messengers, front-line troops, evading Blue, sophisticated electronic surveillance network, surveillance network, sophisticated electronic surveillance.

Figure 2. Compound FA Term Extraction Method

3.3.2.2. Extracting subset FA Term candidates
Candidate terms made up of three or more words have the potential to yield smaller FA Term candidates since some of the POS pattern rules are subsets of other rules. In Example 1, the FA Term candidate “sophisticated electronic surveillance network” was extracted at first. Then this FA Term candidate also yielded two more smaller FA Terms “surveillance network” and “sophisticated electronic surveillance”.
Similarly, an FA Term candidate like “proportional representation system” which consists of the POS pattern “adjective – noun – noun”, would furnish two smaller terms “proportional representation” and “representation system”. “European Parliament elections” which consists of the POS pattern “noun – noun – noun” would furnish two smaller terms “Parliament elections” and “European Parliament”. 

On the other hand, the term “members of the European Parliament” which consists of the POS pattern “noun – preposition - article – noun - noun” would furnish only one smaller term “European Parliament” because we do not qualify phrases starting or ending with preposition or article as FA Term candidates. We also do not break down a sequence of proper nouns as they usually refer to names of people or places. Hence the term “Marine Corps Lt. General Paul K. Van Riper” was not broken down in our example in Example 1 in Section 3.3.2.1. 

3.4. FA Terms weighting and selection
3.4.1. Corpora comparison
Comparing a domain-specific corpus with a reference corpus (Dourin, 2004, Jiang et al., 2005) help us rank and select FA Terms more accurately. We extract candidate terms from the domain-specific corpus as well as from a reference corpus. The reference corpus should be chosen in such a way that it would help us discriminate FA Terms in the domain-specific corpus more distinctly as opposed to terms of general expression which may occur frequently. 
For each candidate term, we measure the local term frequency (the frequency of term within the given document), the global term frequency (term frequency within the whole of domain-specific corpus) and the document frequency (number of documents in the domain-specific corpus that contain the term). Likewise, we also measure the global term frequency and the document frequency of the term in the reference corpus. These measures are then used in the term weighting formula. The more relevant a term is to the field, the higher will be its term frequency and document frequency in the domain-specific corpus, while its term frequency and the document frequency in the reference corpus would be lower. 
3.4.2. Stopwords list

We use a list of 534 stopwords to filter the single FA Term candidates during the selection process. The list is not used during the selection of compound FA Terms.
3.4.3. Single FA Terms list

Since compound FA Terms often contain single FA Terms (Atlam et al., 2002), we refer to the list of single FA Terms belonging to the same field during compound FA Terms selection and give additional weights to those candidate terms containing a single FA Term as shown in equation (6).
3.4.4 Weighting formula
The weighting formula is based on a modified version of tf-idf  (Brunzel et al., 2007) weighting. “Local” refers to the calculation at the level of the document, while “global” refers to the calculation at the level of the whole corpus of a particular field. weighted_local_tf refers to the weighted local term frequency, local_tf to the local term frequency and local_avg_tf to the average frequency of terms in a document.
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k1 and k2 are normalizing terms. Without k1 and k2, a term with a very high local frequency would lead to a very high weight even if it does not occur in other documents. k1 and k2 are calculated using equations (4) and (5) from the document frequencies of the domain-specific corpus and the reference corpus. N1 is the number of documents in the domain-specific corpus, df1 is the document frequency or the number of documents in the domain-specific corpus containing the term, N2 is the number of documents in the reference corpus, df2 is the number of documents containing the term in the reference corpus and β is an adjustment factor which was set to 10 based on experimental observations.
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Local term weight is calculated as in equation (6). α is the additional weight given to compound FA Term candidates if they contain a single FA Term. itf1, itf2, idf1 and idf2 refer to inverse term frequencies and inverse document frequencies and are calculated as per equations (7) –(10) respectively. Nt1 and tf1 are the total number of candidate terms and the total frequency of the particular term in the domain-specific corpus, while Nt2 and tf2 are the total number of candidate terms and the total frequency of the particular term in the reference corpus.  
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Global term frequency and document frequency are also used so that the weights are not biased towards terms that occur frequently only in a single document.
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After calculating local_term_weight, candidate terms which do not make it beyond a heuristic cut-off weight are filtered out so that only the most likely FA Term candidates go to the final list for selection. For those terms that pass this cut-off weight, global term weights are calculated as shown in equation (11) by taking the average of the local term weights of the term concerned and  multiplying with the same factor as done in equation (6) to prevent the final weight from being influenced too strongly by high local term frequencies.  
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Where n is the number of documents in which the term appears in the domain-specific corpus. 
3.4.5 Ranking and final normalized weight calculation 
The FA Term candidates are ranked by giving the value of 1 for the term with the highest global_term_weight, 2 for the second highest and so on. For the ith term, normalized rank, normalized weight and the normalized final weight are calculated as shown in equations (12) –(14) respectively. lowest_rank refers to the bottommost rank value. The normalized final weight lies between 0 and 1. 
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λ and µ are adjustment factors and are set to 2 and 3 respectively based on our experimental observations. The automatic selection of FA Terms is done based on the normalized final weight. The cut-off value for the selection of FA Terms is decided based on experimental observations.

Table 2  shows a sample view of the weighting process of the single FA Term candidates and Table 3 shows a sample view of the weighting process of the compound  FA Term candidates of the of the field <military> . The column wt refers to the global_term_weight, n_wt to the normalized_weight, n_rank to the normalized_rank and final_wt to the normalized_final_weight. 

	Single FA Term
	POS
	lemma
	df1
	df2
	tf1
	tf2
	wt
	rank
	 n_wt
	 n_rank
	 final_wt

	Brigade
	NN
	brigade
	125
	0
	485
	0
	105.37
	45
	0.35
	0.99
	0.73

	combat
	NN
	combat
	201
	7
	621
	10
	103.56
	46
	0.34
	0.99
	0.73

	regiments
	NN
	regiment
	65
	0
	171
	0
	102.77
	47
	0.34
	0.99
	0.73

	submarine
	NN
	submarine
	60
	0
	184
	0
	102.46
	48
	0.34
	0.99
	0.73

	--
	--
	--
	--
	--
	--
	--
	--
	--
	--
	--
	--

	helicopter
	NN
	helicopter
	88
	0
	242
	0
	89.1
	55
	0.30
	0.99
	0.71

	fighters
	NN
	fighter
	63
	0
	193
	0
	88.77
	56
	0.29
	0.99
	0.71

	Aircraft
	NN
	aircraft
	92
	0
	191
	0
	84.28
	57
	0.28
	0.99
	0.70


Table 2.  Weighting process of single FA Term candidates
	Compund FA Term
	tf1
	tf2
	df1
	df2
	wt
	rank
	 n_wt
	 n_rank
	 final_wt

	machine gun 
	34
	0
	69
	0
	23.92
	39
	0.31
	0.96
	0.70

	armed forces 
	112
	4
	211
	6
	22.62
	40
	0.29
	0.96
	0.69

	special operations 
	12
	0
	20
	0
	22.5
	41
	0.29
	0.96
	0.69

	US Army 
	45
	0
	80
	0
	22.43
	42
	0.29
	0.96
	0.69

	--
	--
	--
	--
	--
	--
	--
	--
	--
	--

	Army Corps 
	10
	0
	20
	0
	21.52
	46
	0.28
	0.95
	0.68

	1st Battalion 
	27
	0
	47
	0
	21.24
	47
	0.28
	0.95
	0.68

	Infantry Division 
	33
	0
	111
	0
	20.63
	48
	0.27
	0.95
	0.68


Table 3.  Weighting process of compound FA Term candidates
3.5 Updating FA Terms level
Before appending the selected FA Terms to the FA Terms dictionary, their levels are determined by comparing them with the existing FA Terms in the dictionary. If the same FA Term already exists under the same field, it is not appended. If the term does not already exist in the dictionary, it is temporarily designated as a proper FA Term. If the same term exists under a different subfield under the same super-field, the new FA Term is designated as level 2 or semi-proper FA Term. If the term belongs to a super-field and it does not already exist in the dictionary, it is designated as level 3or super FA Term. If the same term exists in the subfield of another super-field, the new FA Term is designated as level 4 or cross FA Term. Using this method, the accuracy of FA Term Levels would increase as the number of FA Terms increases.
4. Experimental evaluation
4.1. Corpora collection
The domain-specific corpora used in this research were collected from the English Wikipedia dumps  (Wikipedia Foundation, Inc.) downloaded on 24 July 2008. Since the size of English Wikipedia dumps is very huge, it had to be processed extensively before it became useable. Based on the category and the title, the articles were divided into different fields using a computer program, but manual checking was required to get rid of garbage.  
4.2 Experimental results
Experimental evaluation was carried out for 21 different fields using 306.28 MB of domain-specific corpora obtained from Wikipedia dumps  (Wikipedia Foundation, Inc.). The 21 fields are: <Motor vehicles>, <Music>, <Films>, <Politics>, <Military>, <Christianity>, <Aviation>, <Sex>, <Geography>, <Telecommunications>, <Soccer>, <History>, <Economics>, <Transport>, <Education>, <Foreign relations>, <Computer software>, <War>, <Mathematics>, <Sports>, and <Television>.

A total of 497 to 2,517 FA Terms including both single and compound FA Terms were selected for each field. The relevance of the automatically selected FA Terms was checked by human experts. For single FA Terms selection precision ranged from 73.76-96.07% and recall ranged from 67.46-98.1%. For compound FA Terms selection, precision ranged from 83.79-97.27% and recall ranged from 65.41-96.76%. The newly selected FA Terms were added to the existing dictionary consisting of 14 super-fields, 50 median fields and 393 terminal fields. 
Table 4 shows the results of FA Terms selection for 10 fields out of the 21 used in the experimental evaluation. SFAT stands for single FA Terms and CFAT for compound FA Terms. The column titled “Total FA Terms” shows the total number of FA Terms (single or compound) selected for the field after human experts added the relevant terms which were missed by the program. Hence, precision and recall are calculated as follows:
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The size of our corpora varied from 2.6 MB for the field <Aviation> to 31.7MB for <Politics>. The highest number of FA Terms was selected for the field <Motor vehicles> although its corpus size was modest at 6.32 MB, while the lowest was selected for the field <history> which had a corpus size of 29.3 MB but was not of good quality. We concluded that both the size and the quality of the domain-specific corpus, as well as the choice of a good reference corpus were important factors in extracting a larger number of FA Terms at high precision and recall.
	Field 

(Size in MB)
	FAT * Type
	candidate terms
	Total FA Terms
	Cutoff weight
	Irrelevant terms selected
	Relevant terms missed
	Precision %
	Recall %

	Motor vehicles
	SFAT*
	177,047
	1,113
	0.43
	85
	36
	92.69
	96.77

	(6.32)
	CFAT*
	79,155
	1,404
	0.42
	60
	138
	95.48
	90.17

	Military
	SFAT
	556,566
	338
	0.59
	32
	110
	87.69
	67.46

	(18.20)
	CFAT
	221,230
	1,327
	0.49
	103
	459
	89.39
	65.41

	Christianity
	SFAT
	367,558
	377
	0.50
	57
	91
	83.38
	75.86

	(13.30)
	CFAT
	129,305
	1,211
	0.44
	107
	59
	91.50
	95.13

	Music
	SFAT
	498,529
	622
	0.54
	21
	108
	96.07
	82.64

	(18.30)
	CFAT
	201,899
	1,345
	0.42
	145
	98
	89.58
	92.71

	Politics

	SFAT
	839,412
	294
	0.57
	69
	58
	77.38
	80.27

	(31.70)
	CFAT
	323,930
	1,858
	0.36
	84
	142
	95.33
	92.36

	Computer software
	SFAT
	220,163
	480
	0.54
	34
	38
	92.86
	92.08

	(8.14)
	CFAT
	95,798
	1,382
	0.42
	46
	97
	96.54
	92.98

	History
	SFAT
	784,655
	184
	0.61
	52
	24
	75.47
	86.96

	(29.30)
	CFAT
	287,847
	313
	0.66
	47
	70
	83.79
	77.64

	Telecommunications
	SFAT
	162,876
	398
	0.54
	87
	78
	78.62
	80.40

	(6.60)
	CFAT
	72,661
	1086
	0.43
	82
	35
	92.60
	93.72

	Soccer
	SFAT
	71,477
	371
	0.55
	60
	62
	83.74
	83.29

	(2.89)
	CFAT
	33,295
	908
	0.47
	68
	57
	88.46
	92.91

	Economics
	SFAT
	248,614
	233
	0.57
	55
	29
	78.76
	87.55

	(8.43)
	CFAT
	98,106
	1,057
	0.42
	137
	53
	87.99
	94.99


Table 4. Results of FA Terms selection for some fields
*FAT=FA Term, SFAT=single FA Term, CFAT = compound FA Term.
5. Conclusion
The novel technique of using FA Terms holds much potential for use in many areas of information retrieval and natural language processing, but one of the major problems today is the lack of a comprehensive FA Terms dictionary. Therefore, we have presented a methodology to extract and select FA Terms effectively to build a dynamically-updateable comprehensive FA Terms dictionary. The methodology is based on matching POS pattern rules, corpora comparison and modified tf-idf  (Brunzel et al., 2007) weighting.

Experimental evaluation was carried out for 21 different fields using 306.28 MB of domain-specific corpora obtained from Wikipedia dumps  (Wikipedia Foundation, Inc.). A total of 497 to 2,517 FA Terms including both single and compound FA Terms were selected for each field at precision and recall of 74-97% and 65-98% respectively. The size and the quality of the domain-specific corpus, and the choice of a good reference corpus were important factors in extracting a larger number of FA Terms at high precision and recall. Experimental results have showed that the presented method is effective for selecting both single FA Terms and compound FA Terms.
Future studies will further improve the proposed methodology and explore the application of FA Terms in automatic document classification, cross language retrieval, domain-specific ontology building and domain-specific machine translation.
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Red, commanded by retired Marine Corps Lt. General Paul K. Van Riper, used motorcycle 


Messengers ……………………





Step 2:


Red, commanded by retired Marine Corps Lt. General Paul K. Van Riper, used motorcycle messengers ….





Step 3:


Red, commanded by retired Marine Corps Lt. General Paul K. Van Riper, used 


motorcycle messengers to transmit orders to front-line troops, evading Blue's ………
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