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Abstract

The work described here pertains to developing language resources for NLP-based document indexing algorithms. The work focuses on the definition of different lexical classes with different roles in indexing. Most indexing terms stem from the specialized scientific and technical vocabulary (SSTV). Of special interest, however, is the “Basic scientific vocabulary”, containing general words used in all scientific or scholarly domains. This allows aspects of the SSTV to be stated and may also help in automatic term extraction. We provide a linguistic description of the BSV (through categorial and semantic traits). An experiment was also conducted to derive this class automatically, by using a large corpus of scholarly writing. An initial, manually-constructed list for English, containing 140 words was increased to 756 words. We discuss problems with the methodology, explain how the new list has been incorporated into an automatic indexing program yielding richer index entries, and present issues for further research.

1. Introduction
The work described here pertains to developing language resources to assist NLP-based document description and retrieval algorithms, in particular indexing. The language resources are developed by exploiting a specialized corpus. 
Retrieval applications seek to help users find documents relevant to their information needs; to allow search, document collections must be described, or indexed, using expressive and discriminating keywords. Careful observation of keywords actually used by indexers reveals an interesting characteristic (which is actually advocated by indexing manuals and policies): not all words are created equal… Some types of words are not usually used, except as qualifiers or subheadings. In figure 1 below, the words relationship and application are used to quality the actual thematic keywords consonant mutation and X-bar theory, respectively. And in figure 2, words like overview and effectiveness are relegated to subheadings of search engines.  

Indeed, certain types of words, such as relationship or overview are more general and widespread, and they appear in different indexing positions than do the thematically oriented ones (such as consonant mutation or search engines, in the examples in Figures 1 and 2). The latter can be used as main headings, whereas the former will generally be limited to subheadings or qualifiers.

The objectives of the current research are to contribute to the improvement of automatic indexing, by identifying certain words by type. This arguably will allow more complex indexing (using appropriate subheadings or qualifiers), filter out unwanted lexical elements (in the main heading position) and ultimately favour certain types of words in certain indexing contexts. The present article focuses on one special class of words, called here the basic scientific vocabulary, which includes words like relationship, application, overview and effectiveness.

Title: Phrase Structure vs. Dependency: The Analysis of Welsh Syntactic Soft Mutation 

Author: Tallerman, Maggie

Source: Journal of Linguistics, vol. 45, no. 1, pp. 167-201, Mar 2009

ISSN 0022-2267

Descriptors 

Specific Language:  Welsh language 

Linguistic Topic:  syntax 

Linguistic Topic:  phrase 

Other Terms:  (relationship to) consonant mutation 

Scholarly Theory:  (application of) X-bar theory 

Scholarly Theory:  (compared to) word grammar

Figure 1. Sample bibliographic entry (Source: MLA International Bibliography)
search engines


overview


effectiveness of


guides and evaluations


reviews and ratings


specialized


usability

Figure 2. Sample book index entry (Source: http://www.asindexing.org/site/backndx.htm)
First, we will present in further details this notion of vocabulary classes and their differing roles in indexing (section 2). Previous related work will be presented in Section 3. Section 4 will be devoted to the presentation and definition of the Basic Scientific Vocabulary (henceforth BSV). In section 5, an experiment is presented: the automatic extraction of high frequency words from a large corpus, assumed to represent a good portion of the BSV. Section 6 is a discussion of the results of the experiments and of the approach taken. Section 7 concludes and states directions for future research.
2. Vocabulary classes and indexing
Our experience in teaching manual indexing and in implementing automatic indexing has led us to consider different roles in indexing for different classes of words. After a brief definition of these classes, we will sketch their uses in indexing.
2.1 Preliminary definition of classes
In a discussion on the contribution of lexical material in documents to be indexed, Waller (1999) divides lexical items into a number of classes: first, “empty words” or grammatical items like determiners and prepositions, which we will not be concerned with here; next, connective words such as adverbs and conjunctions which structure the text – which we again discard here; finally, “fully semantic” words which the indexer must examine in order to index the document. Within this group she identifies three classes:
i) The Common Vocabulary (CV), consisting mainly of concrete terms, everyday objects, action verbs, etc. This vocabulary is usually learned during primary education and would contain approximately 4,000 words (Waller, 1999, p. 86).
ii) The Basic scientific vocabulary (BSV) contains general or “non thematic” terms such as function, model, operation, system, etc. Their acquisition is mastered in the course of secondary studies. There would also be approximately 4,000 of these words (ibid).

iii) The Specialized Scientific and Technical Vocabulary (SSTV) is specific to each discipline, science or trade. This is what the linguistic discipline of terminology is intent on studying. Its size is unknown, and surely impossible to determine.
Waller bases her approximations for the size of these vocabularies on work by Moles (1971). One cannot, however, in this latter work, find a rationale for these numbers nor an explicit list, which is unfortunate. We have thus proceeded to build a list from scratch, as we explain below.
2.2 Uses for indexing

Each of these vocabulary classes has a different role in indexing. The common vocabulary is often not useful for indexing: it denotes everyday items which are not usually the object of indexed articles (except, of course, for articles whose topic are everyday items – we return to this later).
The BSV, as has already been mentioned, is used in subheadings or as qualifiers (or modifiers). It is highly polysemous, being applied to various thematic entities, and so is rarely used as a main heading. Specifically, indexing languages often have a “special class” of words such as these, to be used sparingly, and only in conjunction with other thematic terms.
The specialized scientific and technical vocabulary contains the perfect candidates for indexing. They are specific and semantically charged.
These characteristics are independent, to a large extent, of considerations of frequency in documents. Presumably, the most frequent words in a document are those which should be most helpful to indexing (and can thus be easily found by automatic means). However, words from the BSV are fairly frequent in texts, as we have been able to observe. Their nature should be taken into account when deciding whether to include them with the index terms. Although this may turn out to be the case when considering their tf-idf measure in a large corpus, for certain types of indexing, such as back-of-the-book indexing or passage indexing, this may not apply. 
In section 6.3 below, we explain how vocabulary classes can be incorporated into automatic indexing programs to provide richer indexing.
3. Related work

A number of researchers have developed vocabulary classes aimed at characterizing a basic vocabulary. Ogden (1930) developed the so-called Basic English to help language learners: “The primary object of Basic English is to provide an international secondary language for general and technical communication” (Basic English Institute, website). The philosophy behind this is as follows: 
If one were to take the 25,000 word Oxford Pocket English Dictionary and take away the redundancies of our rich language and eliminate the words that can be made by putting together simpler words, we find that 90% of the concepts in that dictionary can be achieved with 850 words. The shortened list makes simpler the effort to learn spelling and pronunciation irregularities. The rules of usage are identical to full English so that the practitioner communicates in perfectly good, but simple, English. (Basic English Institute, website)

Although the Basic list contains no words that are not in common use, its composition was not influenced by word counts. It includes many words that are not among the first 4,000 of Edward L. Thorndike's frequency list, and one (reaction) which is in the ninth thousand. (ibid).

The vocabulary of Basic English consists of 600 nouns (200 of which are names of readily pictured objects), 150 adjectives (50 of which have the mnemonic advantage of being opposites of other words in the list), and 100 structural words, including operators, pronouns, and others. (ibid)

The most remarkable economy effected in the Basic vocabulary is the analytic reduction of the verbs to 16 simple operators (come, get, give, go, keep, let, make, put, seem, take, be, do, have, say, see, send) and 2 auxiliaries (may, will). (ibid)
Thus Basic English contains not only nouns, but other morpho-syntactic classes as well, and is designed mainly to simplify language learning.

The Academic Word List (AWL) (Coxhead, 2000) is designed as a science-specific vocabulary for English for Academic Purposes: 

The AWL was primarily made so that it could be used by teachers as part of a programme preparing learners for tertiary level study or used by students working alone to learn the words most needed to study at tertiary institutions (Coxhead, website). 
The list does not include words that are in the most frequent 2000 words of English, as calculated in West's General Service List (GSL) (1953). Thus words like ability, absence, work or study are excluded. 
Some similar work has been done on French. Phal’s VGOS (“Vocabulaire général d’orientation scientifique”, or General scientific-oriented vocabulary) (Phal, 1971) identified a “general science oriented vocabulary”, useful for laying down the basic vocabulary used in pure and applied sciences. According to its author, the VGOS (i) is general to all scientific specialities, and (ii) is used to express basic notions which are required in all specialties (measurements, weight, ratio, speed, etc.) and the intellectual operations assumed by any methodical mental process (hypothesis, relating, deduction and induction, etc.) (Phal, 1971, 9). It was defined by studying corpora from pure and applied sciences. The VGOS contains 1160 words, including nouns as well as adjectives, verbs, etc. The author remarks that 63.9% of words from the VGOS belong to basic French (Phal, 1971, 46); thus it includes words from the common vocabulary.
Drouin (2007) works towards the definition of a “transdiciplinary scientific lexicon”, by comparing a reference corpus of general language and an analysis corpus of specialized scientific language: important differences in frequency distributions between the corpora suggest terms which are “typically scientific”, and thus useful for work in terminology.
It is apparent that the constructed vocabularies described above fall much below 4,000 words, as claimed by Waller (1999) and Moles (1971). They cover nouns, adjectives, verbs and adverbs, they may or may not contain some of the most frequent words in the language, and they are differently constrained given their purpose (academic, scientific, or “basic”/general).

For the BSV list constructed to be useful for indexing, the following constraints hold: it must contain no common (CV) nor specialized (SSTV) vocabulary, it must be limited to nouns, and the words must cover all disciplines, not only scientific ones (as indexing is done in social sciences and humanities as well as in pure and applied sciences). 
Little work has been devoted to the nature of index entries. Jones and Paynter (2001, 2003) have shown that using author keywords performs quite well for retrieval tasks. Nguyen & Kan “introduce features that capture salient morphological phenomena found in scientific keyphrases, such as whether a candidate keyphrase is an acronyms or uses specific terminologically productive suffixes” (Nguyen & Kan, 2007, 317). Wacholder and Song 

… conducted an experiment that assessed subjects’ choice of index terms in an information access task. Subjects showed significant preference for index terms that are longer, as measured by number of words, and more complex, as measured by number of prepositions. (Wacholder & Song, 2003, 189)
These research efforts do not, however, examine the semantic or lexical features of successful index entries when used as main headings or as subheadings.
4. BSV: towards a definition 
We first present our definition for the BSV (with examples) and then identify a number of problems with the initial definition.
4.1 A definition and some examples

A working definition of what we consider to be the BSV must be supplied. We first start with a general, theoretical one. Words belonging to the BSV meet the following three criteria: they must be…
i) Scholarly: that is indeed the real “S” in BSV. This excludes most words from the common vocabulary.
ii) General: these words are applicable in all domains of knowledge: science, arts, social disciplines, etc. 
iii) Abstract: words from the BSV often denote a process or a result

Examples include model, start, elimination, compatibility, selection, consequence, difficulty, acquisition… One may verify that in all types of disciplines, one may speak of models, of elimination of entities, of compatibility between entities, of selection processes, etc.
Although the definition above is vague, it has proven quite operational in our research. And in fact it has allowed us to manually construct a first list, with the help of research assistants. The initial list was originally about 140 words, uncovered through introspection, analogy, synonyms, etc. An extract is shown in Table 1.
	action
	goal
	structure

	activity
	hypothesis
	subset

	adaptation
	identification
	subsystem

	advantage
	incorporation
	symbol

	analysis
	increase
	system

	approach
	interaction
	task

	architecture
	interrelation
	tool

	aspect
	introduction
	treatment

	association
	level
	trial

	axiom
	limit
	type

	balance
	measure
	value

	base
	method
	variety


Table 1. Sample Basic scientific vocabulary
4.2. Problems with the initial definition and sample list
This working definition, which is actually more of a general characterization, or even a test procedure for candidates, soon was found to be lacking.
Other semantic criteria should be added. Some words being tested for addition to the list presented some problems regarding the “general” criterion: a word like claim is quite general in its application, but one of its arguments must be human. It is felt less general than, say, difficulty. 
Other types of constraints on arguments arose in the construction process. Thus the question arose as to the link between the relative constraints on arguments and the relative generality of the term: it seems reasonable to assume that very loose constraints on arguments will allow greater generality, whereas strict constraints will narrow the applicability of the term. Of course, there is also the matter of the semantics of the word, but this is also linked to its argument selection. For example, words like breadth or opacity are indeed general in their application, abstract and scholarly, but quite specific in their meaning. Again, their arguments are quite constrained.
In conclusion, a deeper study of the semantics of candidate terms is necessary. Given limited resources and time, this endeavour was temporarily postponed. A pressing need for a more complete list (to be used in a prototype indexing system) spurred the idea of creating the list in some other way. Not only is the manual construction of such a list time-consuming, it is also certain not to be exhaustive, especially in the initial stages. It was thus decided we would attempt an experiment at an automatic derivation of the list. A comparison between the two methods (and the results) should yield interesting observations; each would hopefully complement the other.
The next section describes the experiment devised to extract the BSV automatically.

5. Automatic derivation of the BSV
A corpus-based approach was chosen. The methodology used is detailed in the following subsection and will be followed by the presentation of the results.
5.1 Methodology

The automatic derivation of the BSV was done through the analysis of a corpus especially built for this task. We present the motivation for the type of corpus built, and then give details of the corpus and sample entries, and describe the processing steps.
5.1.1 Motivation for the corpus
The corpus had to be both large (so that a wide range of terms would be present) and suitable for the task, i.e. exhibiting scholarly vocabulary in all disciplines. It was important that a sufficient number of general words were present, alongside more specialized terms. 
To reach these goals, our choice was to use titles and abstracts from scholarly articles taken from a wide range of disciplines. The title and abstract entries were obtained from a number of bibliographic databases, described below. These entries are short texts, short on details, and which must appeal to a variety of readers, hence the potential of general terms along with the more specialized ones. Scholarly articles are written in formal language and are peer-reviewed which would ensure the presence of scholarly vocabulary.
The final word count for the corpus was close to 14 million words, covering many disciplines, as outlined below. Most entries were in English, although a limited number were duplicated in other languages as well (namely German and French). This did not however affect the results, as only high frequency terms were kept, and the frequency counts of any German or French words was fairly small.
5.1.2 Details of corpus
Entries from seven bibliographic databases were used to constitute the corpus. The choice of databases was partly limited by our access to them through the University’s library and the possibility of extracting a large number of entries with a single query.
	Database
	Disciplines covered

	ARTbibliographies Modern
	various arts, traditional as well as innovative

	ASFA1: Biological sciences and living resources
	aquatic organisms, including biology and ecology; legal, political and socio-economic aspects

	Inspec
	physics, engineering, computer science, information technology, operations research, materials science, environmental sciences, nanotechnologies, biomedical and biophysics technology

	LISA (Library and Information Science Abstracts)
	library, archival and information science, and related fields

	LLBA (Linguistics & Language Behavior Abstracts)
	linguistics and related disciplines

	Sociological Abstracts
	sociology and social sciences

	Worldwide Political Science Abstracts
	political science and related fields, including international relations, law and public administration


Table 2. Details of bibliographic databases used to extract titles and abstracts
The entries are subdivided among the various sub-corpora as indicated in Table 3. Entries for the LISA database were limited to less than 8,000, given the specialized nature of the database. The size of the Inspec sub-corpus is smaller than the others, due to an unexplained quirk in the extraction procedure1. 

	Database
	# lines
	% of corpus
	# words
	% of corpus

	ARTbibliographies Modern
	35,636
	15.0
	1,783,031
	12.8

	ASFA 1
	55,775
	23.5
	3,712,758
	26.6

	Inspec
	18,055
	7.6
	805,099
	5.8

	LISA
	7,581
	3.2
	339,403
	2.4

	LLBA
	40,447
	17.1
	2,693,443
	19.3

	Sociological Abstracts
	38,777
	16.3
	2,852,950
	20.4

	Worldwide Political Science Abstracts
	40,946
	17.3
	1,778,696
	12.7

	TOTAL
	237,217
	100.0
	13,965,380
	100.0


Table 3. Statistics for the corpus


5.1.3 Sample entry
Entries were extracted in groups of 500 over 5-year spans (to avoid concentration of terminological quirks in the data). They were encoded into XML and the total constitutes the 14 million word corpus. Figure 3 shows a sample entry (XML tags are in French, which is our normal research language). The <resume> tag holds the abstract.
<notice><no> 436 sur 500</no>

<bdd> Worldwide Political Science Abstracts</bdd>

<titre>Knowledge, Power, and Interests in Environmental Regime Formation</titre>

<auteur> Dimitrov, Radoslav S</auteur>

<source> International Studies Quarterly, 2003, 15, 1, Mar, 123-150.</source>

<resume> Knowledge-based approaches to the study of international environmental cooperation tend to treat knowledge as a single variable. It is more useful to distinguish between different types of information & to analyze their roles in policy formation separately. Disaggregating knowledge reveals important aspects of the interplay between knowledge, interests, & power that otherwise remains hidden, & helps solve empirical puzzles & theoretical contradictions. Its utility is illustrated in a comparison between two prominent cases of regime-making efforts: deforestation (non-regime) & ozone depletion (regime). The study relies on analysis of multilateral scientific assessments, observation of UN meetings, & interviews with scientists & policymakers. The evidence suggests that reliable information about the cross-border consequences of a problem is of critical importance in regime formation as it facilitates utility calculations & the formation of interests. By contrast, other types of seemingly relevant scientific knowledge appear to be of far lesser importance. Moreover, contrary to power-over-knowledge theorizing, the state of knowledge cannot be easily explained with reference to political power. 85 References. Adapted from the source document.

</resume>

<annee> 2003</annee>

<sujet></sujet>

</notice>

Figure 3. Sample entry from corpus
5.1.4 Corpus processing: extracting frequent nouns

To perform the extraction, a custom-made system was used. It extracts nouns and calculates their frequency; it performs lemmatization and fusion of certain spelling variants between American and British English (e.g. -er/-re, -ise/-ize). Indeed, the entries contained a mixture and some are often relevant for BSV (namely, the -isation/-ization variants). This extraction system, incidentally, uses morphological routines which are at the core of the automatic indexing system which the BSV is meant to assist.

A further step in processing was added, to improve identification of potential BSV words: WordNet was used to determine whether the words were concrete or abstract (or both). Words which had only a concrete meaning in WordNet were discarded.
Initially, the total corpus was processed as a whole. Then each sub-corpus was processed separately, to allow comparisons (among sub-corpora as well as between the total corpus and each sub-corpus) and to set base counts. This revealed interesting divergences. Results from a first pass suggested that some smoothing was necessary, as certain words were predominant in only one of the sub-corpora, which skewed overall frequency results; this was performed as a third step.
	ARTS
	ASFA1
	INSPEC
	LISA

	Total word count: 1823752
	Total word count: 2715985
	Total word count: 2881546
	Total word count: 343922

	22658
	art
	12729
	specie
	20681
	system
	6431
	library

	18263
	work
	12286
	water
	13091
	sub
	3704
	information

	12776
	author
	8376
	cell
	12733
	computer
	1762
	system

	12652
	artist
	7592
	super
	11133
	method
	1549
	service

	6505
	exhibition
	7462
	study
	10113
	sup
	1089
	development

	6421
	painting
	6851
	growth
	8185
	data
	995
	research

	4246
	design
	6703
	rate
	7888
	result
	911
	librarian

	3501
	museum
	6424
	sub
	7370
	control
	890
	book

	3120
	use
	6339
	fish
	7315
	problem
	878
	use

	2940
	life
	6216
	sea
	7285
	time
	843
	abstract

	2932
	reference
	5395
	effect
	7226
	model
	819
	public

	2808
	are
	5286
	fishery
	6064
	energy
	803
	science

	2799
	gallery
	5191
	result
	5535
	analysis
	785
	national

	2739
	development
	5069
	found
	5426
	measurement
	736
	problem

	2732
	century
	5039
	population
	5192
	use
	722
	user

	2688
	sculpture
	5019
	development
	5168
	power
	715
	data

	2597
	comment
	4775
	system
	5163
	given
	692
	original

	2537
	history
	4767
	area
	4856
	function
	691
	university

	2515
	image
	4664
	activity
	4763
	process
	658
	need

	2456
	note
	4522
	time
	4711
	high
	653
	work

	2454
	contemporary
	4410
	data
	4704
	technique
	611
	education

	2446
	show
	4370
	distribution
	4514
	frequency
	606
	study

	2410
	photography
	4344
	degree
	4512
	field
	604
	issue

	2357
	book
	4286
	change
	4444
	state
	603
	technology

	2335
	photograph
	4271
	lake
	4439
	line
	562
	subject



Table 4.1. Individual sub-corpus statistics – part I

5.2 Results 

Results from each of these three steps are presented below, starting with the individual sub-corpus frequencies.

5.2.1 Frequencies per database
For each sub-corpus, the 25 most frequent words from each corpus are shown in Tables 4.1 and 4.2 (in two parts, for legibility). One can see that, unsurprisingly, these top words, for the most part, are thematically linked to the discipline covered by the database. Words in boldface appeared in the manually-constructed BSV list, and the others did not.

Some extracted words should be removed. This is the case for example with character-encoding amp (ampersand) and the verb are, misunderstood to be the noun amp and the noun are (a unit of measure), respectively.

5.2.2 Frequencies for entire corpus
The total corpus was obtained by fusing the individual sub-corpora and eliminating any duplicate entries (i.e. identical titles or abstracts). Here again, in Table 5 we only show the top 25 because of space constraints.

	LLBA
	SOCIO
	WORLD_POL

	Total word count: 3728992
	Total word count: 2892720
	Total word count: 1796599

	92714
	amp
	104993
	amp
	29037
	amp

	21374
	language
	15495
	social
	8063
	are

	12662
	reference
	8841
	reference
	6097
	policy

	6763
	word
	7445
	theory
	6004
	state

	6206
	theory
	6196
	study
	4642
	have

	5833
	analysis
	5849
	society
	4423
	government

	5758
	study
	5707
	research
	4287
	author

	5680
	use
	5490
	work
	3835
	article

	5079
	source
	5195
	analysis
	3730
	social

	4629
	form
	4843
	woman
	3460
	development

	4625
	text
	4831
	source
	3373
	study

	4613
	meaning
	4725
	development
	3241
	public

	4457
	speech
	4606
	system
	3152
	system

	4427
	sentence
	4596
	group
	3069
	problem

	4415
	structure
	4562
	problem
	2859
	party

	4239
	document
	4412
	change
	2856
	country

	4154
	reading
	4299
	relationship
	2698
	world

	4003
	child
	4144
	family
	2611
	will

	3944
	term
	4136
	table
	2608
	war

	3761
	student
	4072
	process
	2513
	issue

	3556
	type
	3996
	science
	2510
	change

	3539
	process
	3987
	data
	2506
	politics

	3509
	system
	3978
	document
	2419
	theory

	3419
	problem
	3950
	state
	2407
	power

	3393
	model
	3830
	role
	2343
	analysis


Table 4.2. Individual sub-corpus statistics – part II

	27224
	reference

	26238
	study

	24879
	language

	24589
	art

	24135
	system

	23769
	social

	20030
	analysis

	18795
	theory

	18533
	use

	16766
	problem

	15457
	time

	15364
	datum

	15327
	change

	15188
	result

	14844
	form

	14832
	source

	14774
	process

	14773
	group

	14714
	research

	13863
	effect

	13808
	structure

	13418
	relationship

	13009
	specie

	12446
	method

	12291
	level



Table 5. Frequency counts for total corpus
5.2.3 Adjusting for the influence of each DB
Inspecting the global results yielded some puzzling statistics. The fact that the word language was in a very prominent position (3rd rank overall) delighted the linguists among us but also made us sceptical: could this word really be that widespread? Closer examination of individual sub-corpora statistics revealed that out of 24,879 occurrences, about 22,000 were contributed by the LLBA database. Similarly, social was overrepresented by far in the Sociological Abstracts (incidentally, in its adjectival form, mistaken by the system to be the noun social). Some words prevalent in one database thus skewed the frequency counts. To give an idea of the prevalence of this phenomenon, Table 6 shows the different ranks of words when excluding one sub-corpus at a time. Notice that language disappears from the top-20 list when LLBA is excluded.
	~ARTS
	~ASFA1
	~INSPEC
	~LISA
	~LLBA
	~SOCIO
	~WORLD_POL

	study
	work
	work
	work
	work
	work
	work

	reference
	reference
	reference
	reference
	art
	art
	reference

	language
	language
	study
	study
	author
	language
	language

	system
	art
	art
	language
	social
	author
	art

	social
	social
	language
	art
	system
	study
	study

	analysis
	author
	social
	social
	study
	system
	system

	development
	system
	author
	system
	development
	reference
	social

	theory
	study
	development
	author
	state
	development
	author

	problem
	theory
	analysis
	analysis
	reference
	use
	analysis

	use
	analysis
	system
	development
	analysis
	analysis
	development

	datum
	use
	theory
	theory
	problem
	water
	use

	state
	development
	use
	use
	water
	specie
	theory

	result
	problem
	state
	problem
	time
	artist
	datum

	change
	state
	change
	state
	change
	result
	time

	model
	source
	problem
	time
	specie
	state
	result

	source
	artist
	research
	change
	artist
	time
	form

	research
	research
	group
	result
	use
	problem
	problem

	time
	process
	source
	datum
	datum
	form
	research

	process
	model
	form
	model
	theory
	datum
	water

	group
	form
	process
	form
	group
	theory
	model


Table 6. Top 20 frequency ranks when excluding one sub-corpus at a time
A further processing step was added to eliminate the influence of individual databases. First, words absent from one sub-corpus were eliminated from the overall statistics; this was the case for data, for example, absent from the ARTS sub-corpus (this unfortunately threw out a dozen words which were in our manually-constructed BSV list). Only about 2,000 words survived this elimination criterion. This may have been too harsh and will be revisited in further research (perhaps allowing potential candidate words to be absent from more than one of the sub-corpora, but less than half of them).
Secondly, the overall frequency of each word was compared to the local frequency in each sub-corpus; when local frequency was above overall frequency (by 5 percent or more), it was adjusted to mirror the overall frequency excluding that sub-corpus. Thus, the average frequency for each word in the six other corpora was computed. The local frequency was modified to behave similarly, taking sub-corpus size into account. For example, for language, the frequency within LLBA was 21,374 and the average relative frequency outside LLBA was slightly more than 3.2242% of the six combined sub-corpora. Hence the frequency for language within LLBA was adjusted to 3.2242% of the LLBA corpus size (2,715,985 words2), which is approximately 876. This then replaced language at a much lower rank in the global statistics for the overall corpus.
5.2.4 Adjusted frequencies
After the two smoothing operations described above were performed, the overall statistics were computed anew. The results are shown in Table 7 for the 25 most frequent words. 
	Adjusted Frequency
	Word
	True BSV?

	21639
	study
	Y

	17542
	system
	Y

	15335
	analysis
	Y

	14332
	reference
	Y

	13921
	use
	Y

	13432
	time
	?

	12861
	group
	?

	12780
	change
	Y

	12359
	problem
	Y

	12144
	form
	Y

	11971
	result
	Y

	11663
	process
	Y

	11318
	relationship
	Y

	11272
	effect
	Y

	10990
	structure
	Y

	10928
	theory
	Y

	10496
	research
	Y

	10423
	level
	Y

	10318
	present
	N

	9836
	social
	N

	9646
	source
	Y

	9103
	method
	Y

	8974
	role
	Y

	8964
	type
	Y

	8484
	term
	Y


Table 7. Adjusted frequencies for total corpus
The third column in Table 7 indicates whether these actually belong to the BSV, i.e. if they meet the criteria presented in section 2, as assessed by a human judge. In the first 18 words, two words raise questions: time, which is abstract but specific and not scholarly, and group which is indeed abstract and general, but again not scholarly. They do appear to us, however, to behave like similar words which are true BSV: time is a measure, like quantity, which belongs to the BSV, and group has quasi-synonyms set and subset which are BSV as well. Apart from these two, accuracy is 100% among the first 18 extracted words; for the first 25, it is 84% (92% if one considers time and group to be BSV words).

One notices that the first two clearly non-BSV words are present and social. They undoubtedly correspond to adjectival meanings, although they do possess nominal meanings. This reveals a flaw in our morphological analysis, which is performed without a part-of-speech tagger: any word which may be lemmatized as a noun is lemmatized as such. This is the case for present and social (but it is not the case for verbal forms such as presented, which are indeed recognized as verbs). 
The graph in Figure 4 plots the proportion of BSV in the first 1,000 extracted nouns of the corpus (considering time and group to belong to the BSV). Thus, in the first 18 words, all (100%) belong to BSV. The first non-BSV word appears in 19th position. For the first 26 extracted words, the percentage of BSV is above 90%. It stays above 80% (except for a small decrease at 79,73% at position 73) for the first 75 words.
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Figure 4. Percentage of extracted words which are truly BSV, by extraction rank

We will be incorporating part-of-speech tagging in the next version of the system, to solve the problem caused by words whose morph-syntactic category is ambiguous. In the meantime, we have identified words which are ambiguous between a noun and an adjective or a verb, and whose non-nominal meaning is exhibited in the corpus. This includes present and social, and also show (at rank 27) and found (at rank 30). The graph in Figure 5 now shows the BSV (as judged by a human judge) in the first 1,000 extracted words of the corpus which are not ambiguous in this way. The percentage of true BSV is significantly higher, as it stays above 70% in the first 906 words.
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Figure 5. Percentage of extracted non-ambiguous words which are truly BSV, by extraction rank
6. Discussion
Some discussion is warranted both for the manual compilation of the Basic Scientific Vocabulary and for the experiment to derive it automatically.

6.1 Manual compilation

The manual compilation of the BSV has the advantages of human analysis and verification: candidates can be examined closely, checking definition and usage in various disciplines. Potential synonyms, antonyms, hyponyms and hypernyms of words already identified can be added when warranted. From a theoretical perspective, it offers an opportunity to develop a semantic analysis of this special class of words, which may be helpful in various areas of linguistics or language processing.

It does have the drawback, however, of being labour-intensive. 
6.2 Automatic extraction experiment

The automatic extraction experiment was challenging and interesting, yet has its drawbacks.

6.2.1 Benefits
This experiment was extremely useful in the extension of the BSV list. From an initial list of 140 words, we were able to develop a more complete list of over 700 words. This in turn can be used in a manual compilation effort, as each new word may suggest synonyms or other words which were not extracted automatically.

6.2.2 Flaws

Some “imposters” crept into the automatically-extracted list. The biggest class contains the so-called ambiguous words whose non-nominal sense is undoubtedly represented in the corpus. (ex. high, social, still, novel – although this last one is more problematic since the nominal sense was surely attested in the literary sub-corpus). Another class which presented problems was the class of words which is recognized, by WordNet, to be ambiguous between a concrete and an abstract noun, but for which the concrete meaning is much more prevalent; for example, book, catalogue, channel. These should actually not be added to the BSV list.
6.2.3 Difficult cases

In the process of determining whether the extracted words did or did not belong to the BSV, some difficult cases were encountered. Namely, some words which are definitely general in application, abstract and scholarly, but specific in their meanings. The following classes are examples.
Words describing discourse or portions of the scholarly text: word, text, paragraph, section, table, figure
Temporal expressions: year, decade, day, month, week, hour, second, minute
Spatial expressions: periphery, neighbourhood, interior, contour
Mathematical terms: square, quotient, sum, ratio, equation, equality 

Measurements : dimensions (length, height, depth), statistics (frequency, majority, median) , units (metre, litre, gram), others (acceleration, altitude, amplitude, duration, pressure, speed, opacity) 
These are also relevant for indexing, in the sense that an indexer would not normally want to use these for indexing (and an automatic system should be prevented, by default, to use them). These classes, which we have grouped together here, may exhibit significant differences in terms of indexing usage which would require different handling of them. This remains an open research question.
6.2.4 Limits of corpus-based approach
As with any corpus-based approach, this one was limited by the contents of the corpus. Some words were absent from the corpus (or at least from one of its sub-corpora) and thus the process excluded some words which had already been manually identified as BSV, and surely has prevented the automatic discovery of some new BSV words.
This corpus, being composed of abstracts for scholarly articles, has a higher prevalence of some words, such as abstract and author. We call this “genre-biased imposters”.
On the other hand, some BSV words were found to be present even in low-frequency words (for example, relevancy appeared with a frequency of 16 overall and rank 2,075, amidst a great number of non-BSV words), yet meets the criteria given for BSV in section 2. Thus it seems difficult to choose an arbitrary cut-off rank for inclusion in the BSV.
This may not turn out to be such a harsh constraint, given the presence of non-BSV words even in the top frequencies. Human semantic judgment is still necessary to weed out unwanted words, and thus the manual creation of the BSV still seems necessary.

6.3 Uses of vocabulary classes in indexing

The new list has been incorporated into an automatic indexing program, of a specific type: a back-of-the-book indexing program. This produces an index to individual passages in a document, with entries of the type found in Figure 2 (see Da Sylva & Doll, 2005, for a description of the system). In particular, on a given text, the system was able to produce entries like those in Figure 6. The identification of the BSV within the document where they co-occur with words from the SSTV thus yields richer index entries.
skewedness of the health care utilization measures

example
patient education

program

Figure 6. Sample two-level index entries with BSV term in subheading
The creation of such index entries requires the identification of three groups of words: the specialized vocabulary, the BSV, and possibly “interesting” occurrences of the common vocabulary. We examine each task in turn. 

The specialized vocabulary can reliably be spotted by frequency counts, to identify the main topics in a document or in a passage. It involves not only finding single-word terms, but also multi-word expressions. 
The BSV can be identified, with our method, by the pre-compiled list. Then, occurrences of words from the BSV are paired with words from the SSTV in close proximity, to produce two-level candidate index entries.
Some words in the BSV are actually ambiguous. For example, application can have a BSV sense (the application of something to something else) or it can have a specialized meaning, as a synonym of program in computer science for instance. The decision of whether or not a given occurrence of a potential BSV word should belong to the SSTV is based on its frequency: if a BSV word is very frequent in a text, it may be due to the fact that it is used in a specialized sense. Our indexing program can use the relative frequency counts produced by our automatic extraction experiment to decide on a cut-off frequency where a word normally in the BSV should be considered in the SSTV of a given text.
Finally, for the common vocabulary: high frequency words normally belonging to the common vocabulary (such as table in an article on carpentry) are re-interpreted to be part of the SSTV of the document.

These considerations raise the question of the fluidity of the BSV, and perhaps, then, the very need for its compilation. We believe that a pre-compiled list of BSV, together with identification of SSTV, is a simple way of producing evocative index entries which would be quite difficult to produce by a semantic analysis.

The prototype indexing system which we have alluded to also includes a term-extraction component, to produce multi-word index entries such as skewedness of the health care utilization measures. The BSV can be used to trim down long multi-word expressions to the actual specialized term involved. The second example in Figure 6 illustrates this point. The original text from which this is extracted involved the expression patient education program. Identifying program as a BSV word allows the term extractor to focus on patient education, which is a basic terminological entry which is combined with the notion of program. Although the full three-word term is possibly useful for terminology extraction, it is by removing the BSV word program that the term extraction software is able here to produce patient education as well.
Further details regarding the advantages of these vocabulary distinctions are given in Da Sylva (2009).
7. Conclusions and directions for further research
Our work on the properties of the vocabulary relevant for indexing has revealed differences in vocabulary classes which should be used differently depending on the indexing context. This has implications for uses and extraction of vocabulary for automatic indexing.
Our corpus-based extraction experiment has revealed a large number of new BSV words and has resulted in a five-fold increase in list size. It has also allowed the exploration of the behaviour of BSV in texts; specifically, it has provided figures describing the typical frequency of each BSV word in a large corpus.

Further research is warranted in the manual description of the BSV class. Namely, a more precise characterization of the semantics of the words is needed, which may come from a closer exploration of the semantic arguments of BSV words and the constraints upon them.

The automatic extraction will benefit from a comparison with other extraction methods (specifically, improved statistical measures used for extraction including frequency and distribution in the sub-corpora) or with other corpora (a journalistic corpus, for example). Also, the addition of other sub-corpora may help tune the frequency statistics even further.
This endeavour has raised our awareness of the different roles played by different lexical items in indexing. We will pursue a research agenda focussing on the semantic characterization of useful indexing terms.
Notes

1 The size of the Inspec sub-corpus is smaller than the others, and in fact smaller than was intended. Initially, approximately 60,000 entries were extracted, totalling 120,458 lines (each title and each abstract represent one line). An automatic sorting function was applied to them (within the TextPad® text editing software) which automatically eliminated duplicate lines (the same function was applied to all databases). As a result, only 18,055 lines remained. It is not clear why our entry extraction query produced so many duplicate entries.

2 The word count for the LLBA corpus differs slightly from that given in Table 2 since two different systems were used to compute each of them.
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