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Abstract

This paper presents a new corpus-driven method for automatic term recognition (ATR) which is based on data mining techniques. ATR is seen as a valuable resource for theory of terminology and for the definition of the notion "term". Existing methods of ATR extract terms on the basis of statistical and/or linguistic features selected prior to experiments. In contrast, our method does not aim primarily at the extraction of terms but rather at the criteria for their selection. For each of the lemmas in a chosen academic text, a number of features are listed as potentially contributing to the specific ‘essence’ of a term. The relevance and significance of individual features is automatically detected by the data mining tools. The ultimate goal of the corpus-driven approach proposed here is not the automatic recognition of terms in given academic disciplines but rather a substantive contribution to the theory of terminology. 

1 Introduction

1.1 Automatic term recognition (ATR)

Automatic term recognition is a process of selecting elements in a corpus that are considered terms of the given discipline. Current ATR techniques are focused on extracting terms on the basis of different features of the term, statistical (based on frequency, distribution in fields of study, etc.) and linguistic (parts of speech, morphological categories), that are used as criteria for term recognition in a text (Korkontzelos et al., 2008, Kageura et al., 1996). The researchers usually select the features they believe to be influential, prior to the experiments. The goal of ATR is then to find the most successful method for term extraction and extract the terms from a given text. However, I wish to examine the features themselves and my ultimate goal is to learn more about term and its definitional features. 


Usual ATR methods start with a fixed idea about what is a term and what are its features. The presented method is more data-driven because at first, it only suggests which features might be significant for the term extraction (and thus for differentiating the terms from other words in a text). Then it tries to find a ranking of the most important features, and the principal features can be considered as definitional for the term.


The results of ATR are applicable in machine translation, automatic indexing and other types of automatic language processing as well as for the construction of terminological dictionaries. However, the ultimate goal of my research is not to extract the terms and compile a terminological dictionary. It is focused on the term itself and on the definition of a ‘term’ as a central notion of terminology. ATR, if directed at the importance of individual features of the term, can play a substantial role in re-defining this central notion.


There is another difference between existing ATR techniques and the presented research, and the difference is in the usage of data mining tools. Data mining tools are designed to serve for research of very large and not clearly arranged data that human researchers are not able to process. The advantage of data mining tools such as Weka, RapidMiner or FAKE GAME is that for some tasks the researchers do not have to study each of the methods offered and/or used by the tool, they only need to learn how to use the tool itself.

1.2 Current (and insufficient) definitions

The current definitions of a term are insufficient in automatic term recognition, and even in manual extraction. They are focused only on the semantic aspects of the term but not on the formal aspects. Thus the researcher who wants to manually extract terms from a text soon finds out that it is very hard to decide about most of the words whether they are terms or non-terms. Automatic recognition is even more challenging and the computer is not able to extract terms from a text without proper features, linguistic, formal or statistical.


Most of the current definitions of a term resemble an ISO definition where term is "the designation of a defined concept in a special language by a linguistic expression" (ISO, 1988, cited according to Lauriston, 1995: 17). In many ATR articles, there are similar descriptions of a term. One example can be the following description: "The main characteristic of terms is that they are monoreferential to a very great degree: a term typically refers to a specific concept in a particular subject field. Terms are therefore the linguistic realisation of the concepts of special communication and are organised into systems of terms which ideally reflect the associated conceptual system.'' (Ananiadou, 1994: 1034). Even the present-day definitions remain unchanged, and it is astonishing how little the characterization of the term has been modified: "It is currently established that terms are the linguistic expression of concepts and are the preferred indicators of the knowledge embedded in the documents.'' (Ville-Ometz et al., 2007: 35)

1.3 Existing work on ATR as an inspiration for the presented research

Since the definitions are not a sufficient source of information for ATR, I sought for inspiration in descriptions of individual statistical, formal or linguistic features of words considered as prototypical terms. Amongst the very early attempts to extract terms automatically, a description of 'scientific/technical terms' published by Yang Huizhong: "Since scientific/technical terms are sensitive to subject matter, they should have fairly high frequencies of occurrence in texts where they occur, but vary dramatically from one subject matter area to another. It is therefore possible to identify scientific/technical terms solely on the basis of their statistical behaviour.'' (Huizhong, 1986: 94-95). 


In 2003, Chung (2003: 222) summarized existing thoughts about features of terms as follows: From a quantitative viewpoint, terms occur frequently in a specific subject, they occur more frequently in a specific discipline than in general usage, they may occur more frequently in one text related to a particular subject area and they may occur more frequently within one topic of one text. From a qualitative viewpoint, many terms are from Latin and Greek, which means their structure is different from the structure of common words, they do not have general usage, their meaning is closely related to a particular specialised field, and due to polysemy, the same type may have different senses in different disciplines.


Descriptions focused on the individual features of a term, along with insufficiency of the current definitions of a term, served as an inspiration for further research. It is necessary to find out what features are the most influential within the automatic term recognition process to determine the ones that will be a part of the new description and definition of a term.

2 Previous research: the set of important features

The set of features chosen for the presented experiments is of course not selected at random. Previous research (Šrajerová et all., 2009) was focused on determining the set of features of at least some importance for the term recognition process. Features mentioned in works of other ATR authors (such as frequency of a word, distribution in academic disciplines, rareness of structure or part of speech) (Korkontzelos, 2008, Kageura et al., 1996) as well as some additional features (case of the first letter, average entropy of the word, position of a word in a sentence etc.) were assessed in a set of experiments conducted by a data mining tool FAKE GAME (see section 3.2). The results are employed in the following list of features which were evaluated as influential for the process of ATR and were further studied in the presented research:

RFQ(disc) relative frequency of a lemma (i.e. frequency of the word divided by the total length of texts in a given field of study)

RFQ(disc)/RFQ(gen) relative frequency of a lemma in given discipline divided by the relative frequency of the same lemma in reference corpus 

RFQRFQINF the lemma does not occur in the reference corpus

Distr number of disciplines in which lemma occurs 

ARF(gen) reduced frequency; number of equal chunks of text in reference corpus in which lemma occurs (number of the chunks is equal to the frequency of the lemma). 

H(gen) average entropy of a lemma, calculated (using frequencies from reference corpus) from a sequence of 5 preceding words

Len(syl) length of the lemma in syllables 

Struct ‘rareness’ of structure of a lemma; sum of probabilities of each bigram in the lemma (probabilities were taken from lemmas occuring in reference corpus)

CaseU lemma begins always with upper-case letter (proper nouns)

PO (parts of speech): N = nouns, A = adjectives, P = pronouns, C = numerals, V = verbs, D = adverbs, R = prepositions, J = conjunctions, T = particles, I = interjections, X = not recognized by morphology


The focus is on statistical features, especially frequencies (as in RFQ(disc), RFQ(disc)/RFQ(gen) and RFQRFQINF), on distribution (Distr or ARF(gen)) or on the structure/form of the word (Len(syl) and Struct). The only linguistic feature that was proved to have an effect on term recognition is categorization into parts of speech (there are 10 categories in the Czech linguistic tradition).

3 Material and method

3.1 Material

I worked with the Czech national Corpus, which is lemmatised and  morphologically tagged, and specifically with SYN2005. The SYN2005 corpus is a synchronic representative corpus of contemporary written Czech, containing 100 million words (tokens). It contains fiction (40%), technical and research texts (27%) and journalism (33%).


To begin with, I created 10 subcorpora of academic disciplines (see table 1) - the subcorpora contain only academic texts, such as research articles or monographs. Existing research on ATR usually work with texts from only one or a small number of disciplines. However, there are two reasons for work with a  higher number of disciplines. First, the terms in disciplines might differ in a rather dramatic way and if a number of disciplines are processed, we can compare the systems of terms. Second, a higher number of academic disciplines (in our case 10 academic fields) are needed to determine the distribution of the lemmas throughout the disciplines. 

Table 1: Academic disciplines subcorpora. [image: image1.jpg]()ruesPART | 9451 | 935 | 9517 |
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Ten chosen academic disciplines (five natural sciences and five social science) with subcorpora of 200,000 words.


I then created a reference corpus which is a subcorpus of journalism and fiction in SYN2005. The reference corpus serves for calculations of individual features that are based on frequencies (such as relative frequency of the word in the discipline divided by the relative frequency of the same word in the reference corpus). 


For the purposes of the research presented, I used only lemmas, not word forms (word forms were used in the previous research, Šrajerová et al., 2009).

3.2 Method and data mining tools

I chose 2 disciplines (linguistics LIN, and biology BIO) where 2000 words were manually labeled as either terms, or non-terms, and the linguistic, formal, and statistical features (see section 2) were calculated and added to each of the 4000 words. (See table 1 for overview of the disciplines.) Manual labeling was supported by terminology dictionaries and by textbooks containing basic terminology in the given discipline. Such labeling is the first step of work with the data mining tools - the labeled data serve as a training set for the data mining tools, which are learning on basis of the training set what is a term and what is a non-term, and are then able to recognize with some probability the members of each group. 


As a main tool, I chose the data mining tool Weka (Witten et al., 2005). It is a collection of machine learning algorithms for data mining tasks. It contains tools for data pre-processing, classification, regression, clustering, association rules, and visualization. It is also well-suited for developing new machine learning schemes. 


The data mining tool Weka offers several methods for work with the prepared data. It is possible to determine which of the methods are the most suitable for the given data based on the success rate. Some of the methods are able to rank the individual features which are a part of the training set and find the most influential ones. 


For evaluating the termhood or terminological strength (section 4.4), the FAKE GAME data mining tool (Kordík, 2006) was used. It is an open source tool developed at the Czech Technical University in Prague.  FAKE GAME constructs a special neural network on  training data; it is able to produce an equation which assigns a number on a 0 to 1 scale to each word in a text, where zero is an absolute non-term and 1 is an absolute term.

4 Experiments and results

4.1 Experiment 1: Is the data mining tool Weka suitable for ATR?

In the first experiment, I wanted to find out whether the data mining tool is suitable for automatic term recognition. Within the Weka data mining tool, I tried to find the most successful method for identifying one-word terms on basis of the training data from two disciplines (biology and linguistics) which is manually labeled text (words in text labeled as terms or non-terms) with an added set of statistical, formal, and linguistic features.


Three types of method were used to automatically extract the terms on the basis of the training data marked as 'rules', 'trees' and 'bayes'. The methods labeled as 'rules' create a rule or equation and on the basis of the rule, the terms are extracted. The 'trees'-methods produce a decision tree of varied complexity. The methods marked as 'bayes' decide whether a word is a term or non-term on the basis of Bayesian probability.


The results of this first experiment are shown in table 2. In the first line, there is the simplest method (ZeroR) which labels all words as non-terms. The success rate of this elementary method equals the percentage of non-terms in the text. This simple method is used as a reference method, so it is necessary to compare all the results in the table 2 with the first line. It is obvious that some of the methods are quite successful, especially the J48 craft method (an almost 95% success rate on merged biology and linguistic data). Most methods in the table are quite successful and label around 90 % words correctly as terms or non-terms (including scholarly words). Weka proved to be a suitable and efficient tool for automatic term recognition, and it is possible to assume that it will be an appropriate tool for other tasks concerning terms and their extraction (such as feature ranking) as well.

Table 2: success rate of selected Weka methods. [image: image2.jpg]Success Rate

rules.ZeroR 91.50
rules.PART 96.34

rules.DecisionTable 95.75
trees.J48graft 97.15
bayes.BayesNet 93.06




The results of experiment 1. The simplest method in the first line (ZeroR) is a reference method - all the results should be compared to those in the first line. The success rate of the reference method equals the percentage of non-terms in the text. The most successful method is J48graft (tree). This method was able to successfully recognise more than 95% of terms and non-terms in both academic disciplines (biology BIO, and linguistics LIN). In the merged data (biology and linguistics), the success rate was only slightly lower. Similar success rates are shown by the PART method.


This is the point where an ordinary ATR technique would stop and try to find the possibilities and limits of the most successful methods because the main goal would be as high a success rate as possible and maybe further work with the extracted material (building of terminology dictionary or a database for machine translation or automatic indexing). However, I am looking at the problem from a different perspective. 


As I emphasised before, the main target of the presented research is find out more about the features of terms and their role in the ATR process, and thus about the terms themselves. The next step was use methods that can rank or evaluate the examined features. Within the Weka data mining tool, there are 13 such methods (see appendix 1).

4.2.1 Experiment 2: Feature ranking

To find out which of the features of words are the most important for the automatic term extraction process and so might be definitional, a feature ranking can be used. There are several ways of indicating the importance of the features. Withing work with Weka, we were monitoring two of them: 1. all the features can be ranked from the most important ones to the least important, 2. only a small number of the features are chosen and marked as important; in this case, the chosen features are not ranked. 


Out of the 13 methods available in Weka that are able to rank features of non-/terms, 8 ranked all 20 features by importance for its progress, and 5 selected only several important features which were then not further ranked. (For description of the individual methods, see appendix 1).
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The results of the experiment 2. Most of the methods that are able to rank features or choose the most important ones, used the features RFQ(br)/RFQ(gen) and Dist. A high number of methods selected ARF(gen) as an important feature, and more than half of the methods chose RFQ and Struct as important features (the description of individual features below or in section 2).


Table 3 shows the most important results of the research - ranking of the examined features. It shows which features were considered the most important for the extraction process. The role of individual features can be positive (the higher the value of the feature, the higher the probability that the given word is a term), or negative (the higher the value of the feature, the lower the probability of the word being a term).

The most important features for the extraction process were:

RFQ(disc)/RFQ(gen) relative frequency of a lemma in given discipline divided by the relative frequency of the same lemma in reference corpus – positive effect

Distr number of disciplines in which lemma occurs – negative effect

RFQ(disc) relative frequency of a lemma in a discipline (i.e. frequency of the lemma divided by the total length of texts in a given field of study) – negative effect

ARF(gen) reduced frequency; number of equal chunks of text in reference corpus in which lemma occurs (number of the chunks is equal to the frequency of the lemma) – negative effect

Struct ‘rareness’ of word structure; sum of probabilities of each bigram of  characters in the lemma (probabilities were taken from lemmas occurring in the reference corpus) – positive effect


Twelve of the methods evaluating the features selected or ranked high a relative frequency of the word in the discipline divided by relative frequency of the same word in reference corpus (RFQ(disc)/RFQ(gen)) and distribution (Dist) of the word within the ten academic disciplines. Eleven of the methods used or ranked high ARF or reduced frequency which indicates the distribution of the word the whole corpus. Eight methods used relative frequency of the word in the discipline (RFQ(disc)) for labeling the non-terms which are very frequent words occurring in any text (such as prepositions or frequent and/or auxiliary verbs). Seven methods used feature structure which points to words with unusual structure (Struct), namely the international words which often happen to be terms. 


On the other hand, the linguistic features, parts of speech, turned out not to be very useful for automatic term recognition process. 


Thanks to the methods within Weka that are able to rank or select the most important features, it was possible to detect features that might be definitional for a term (of course there is still more research and more experiments to be done). 

4.2.2 Towards a new definition of a term

The term might be 

- a word that occurs more often in the discipline than in the reference corpus, 

- a word that occurs only in some (and not all) of the academic disciplines, 

- a word that is not distributed evenly in the whole corpus, 

- a word that is not too frequent in a given discipline, and

- often has structure different from common words of the language.

4.3 Experiment 3: Multi-word terms

Until now, the focus has been on one-word terms only. Most of the terms are, however, composed of two or more words. The third experiment is a first step towards multi-word terms recognition. 


In this experiment I examined all bigrams (groups of two words) in a text instead of single words. 
The examined features of bigrams are similar to the features of one-word terms: to each word in bigram, I added the same statistical, formal and linguistic features. In addition to the original set of features, the value of MIscore and t-score were added to each of the bigrams.  Also, information about the result of the experiment 1 (whether the first and/or the second word is a term according to the data mining tool trained on the labeled data) was included in the set of features.


The results of automatic multi-word recognition are demonstrated in table 4. Again, the results of the simplest method ZeroR, which labels all words as non-terms is in the first line of the table. The success rate of this elementary method equals the percentage of non-multi-word terms in the text. The ZeroR method is used as a reference method, and it is necessary to compare all the results in the table 4 with the first line.

Table 4: Success rate of multi-word terms extraction. [image: image4.jpg]abbreviation |discipline abbreviation |discipline
ART art history JUR jurisprudence
BIO biology (zoology+botany) LIT literature
BUI building industry MED medical science
ECO economics PHI philosophy
ENE power engineering REL theology




Results of experiment 3. The most successful methods used in experiment 1 were used to determine what is the success rate of the multi-word terms extraction. The simplest method in the first line (ZeroR) is a reference method - the  remaining results should be compared to the results in the first line. The success rate of the reference method equals the percentage of non-multi-word terms in the text. It is quite high (91.5%), so there is only a little space for improvement. The most successful method is J48graft (tree). This method was able to successfully recognize more than 97% of multi-word terms and non-terms in the merged data of both academic disciplines (biology BIO, and linguistics LIN), which is a 6% improvement in comparison with the reference method. 


The basic reference method leaves only a small space for improvement since its success rate is 91,5%. It means that 91,5% of the text is comprised of words that do not belong to a group of multi-word terms, so there is only 8,5% space for possible improvement. Thus, the last method in table 4, BayesNet, is not really successful, even though its success rate seems to be quite high. But the success rate of the J48 craft method is quite high even in this situation (it was the most successful method in the experiment 1 as well, see section 4.1, table 2).


There are also some preliminary results of feature-ranking for multi-word terms. Although the results are not as convincing as the results in experiment 2 (feature-ranking of the one-word terms), it seems that if the first member of a pair of words is an adjective, or if it is a term, the pair is more likely to be a multi-word term. Also, if the MIscore of the pair is of certain value, the probability of it being a multi-word term is higher. However, this is just a first attempt to find out more about multi-word terms and more research with more data processing will be needed.

4.4 Experiment 4: Termhood

There is one more characteristic of a term to be introduced: termhood. Not all the words have  the same termhood or terminological strength. The level of termhood depends on many various factors, for example on the type of text or on the discipline in which the term is found. In the first place, this terminological strength is related to the value and combination of the individual features (statistical, linguistic and formal). 


In table 5, there are examples of different combinations of feature values. A word which does not occur in the reference corpus (very high RFQ(disc)/RFQ(gen) and RFQRFQINF equals 1), which occurs only in one of the ten chosen disciplines (Dist equals 1), and its structure is quite rare in the given language or the number of syllables in unusually high (Len(syl) equals 6) , will have very high level of termhood (e.g. kolokabilita, or collocability). On the other hand, a word which occurs in all of the chosen disciplines (Dist equals 10) and is not especially rare in the reference corpus (low RFQ(disc)/RFQ(gen)), will have a lower level of termhood but might still be a term or a scholarly word, such as kvantitativní, or quantitative. A word which is extremely frequent in all ten academic text subcorpora as well as in the reference corpus, and has common structure of the words of the given language, will have very low level of termhood and probably be a non-term.

Table 5: Combinations of feature values. Various combinations of feature values in example words from linguistic subcorpus:term kolokabilita (collocability), term terminologický (terminological), scholarly word kvantitativní (quantitative) and non-term v (in). The combination of values influences the level of termhood.[image: image5.jpg]| __lemma  [RFQRFQ [ RFQRFQINF | Dist | ARF(gen) [Len(sy)| N |
Kookabilta | 7340320 1 | 1 | 103 6 | 1 |

terminologicky | 438,33 0 | 3 | 4366 6 | 0
Kvantitativni 20000 0 | 10 | 15218 5 | 0 |
v | 105 0 | 10 |1416286.03] 0 | 0 |






Some of the methods available in the Weka or FAKE GAME data mining tools are able to produce an equation which assigns a number on 0 to 1 scale to each word in a text, where 0 is an absolute non-term and 1 is an absolute term. The closer the word is to number 1, the more it is a term. So it means that we do not have to divide the words into two firm categories of terms and non-terms, but rather decide, how much the word is a term. The example equation (generated by FAKE GAME data mining tool) is formed as a complex combination of individual features and each of the features has a different impact on the final result. (See table 6 in appendix 2 for example of results.)

term = 2.117 * RFQ + 0.9754 * RFQ(dis)/RFQ(gen)- 3.0274 * Dist - 1.6591 *ARF(gen) - 0.245 * H(gen) + 0.0619 * Len(syl) - 0.0298 * Struct - 0.6935 * CaseU + 0.4472 *N + 0.4456 * A - 0.5411 * C - 1.5676 * V - 1.5401 * D - 0.4287 * R - 0.756 * J - 0.3551 * I + 1.6194

6 Future work

In the future, several research areas should be covered:


The statistical, formal and linguistic features as well as their role in automatic term recognition should be examined more closely. Especially important is the question of the role of  individual features on the results of experiments. Further experiments should enable us to detect correlations of the features or their indispensability in the automatic extraction process. It is possible that with more extensive material, the importance of the features will partially or even noticeably change. The results might be influenced by the extent of the linguistic data and so the experiments should be repeated with more data.2


The attempt to roughly draft the definition of a one-word term (section 4.2.2) should be elaborated when more exact and conclusive results of the feature ranking are available. Again, a detailed examination of a larger linguistic data is needed. 


The defining of a one-word term is only a first step to the definition of a term in general, one-word or multi-word. The research of a multi-word term extraction and feature ranking is only outlined in the presented study. The main focus in further research should be on the multi-word terms and their features, as well as on the role of one-word terms within the multi-word terms. 


Further research of termhood should focus on the proposed scale 0 to 1 (where 0 is an absolute non-term and 1 is an absolute term). It might be possible to determine where is the threshold between terms and scholarly words and between scholarly words and non-terms. Also, the role of individual features of a term should be determined.


Scholarly words are hypothetically somewhere between terms and non-terms on the termhood scale. Words like hypothetical, research, examine etc. are more frequent in academic texts than in a corpus of journalism or fiction, but are not specific for one or a small number of disciplines. The objective for the future research is to find out more about scholarly words and their relationship to terms.


Future research should also address the question of whether the terms occur only in academic texts or if they exist in other types of texts as well. The terms of academic disciplines exist in journalism or fiction (e.g. science fiction or popular journals) – is it possible to extract terms from such texts on basis of the same or similar features and tools? There are other specific texts where words exist with similar characteristics and features as a term, such as cook books or hobby books. Is it possible to call such words terms?


The Weka data mining tool proved to be a useful tool for automatic term recognition as well as for the feature ranking. However, it is not the only data mining tool available and the previous research showed that it is not the only useful tool, either. The results of the individual data mining tools (Weka, FAKE GAME, RapidMiner) should be compared and the best methods should be combined to learn more about the terms and their attributes.


Last but not least, the research should focus on other languages in the future, specifically English, to find out if the results are more universal, or valid only for the Czech material.

7 Conclusions

Automatic term recognition (ATR) is usually focused solely on the most successful extraction of terms. The presented method of ATR using data mining techniques is quite successful, but the success rate is not the main goal of this research. The focus is on the most important features of a one-word and multi-word term and their role in term recognition. The list and description of such features should serve as a basis for the future definition of a term. 


The first experiment proved that the Weka data mining tool (or more precisely some of its methods) is able to automatically extract one-word terms from individual disciplines and from the merged texts with a success rate as high as 95%. 


Some of the methods available in Weka are able to rank the features or to choose the most important ones. The feature ranking is able to establish which of the features are the most important in the one-word term recognition process and might be definitional for a one-word term. The effect of individual features can be positive (the higher the value of the feature, the higher the probability that the given word is a term), or negative (the higher the value of the feature, the lower the probability of the word being a term). The most important features (the highest ranked or the most often used) are: 

· relative frequency of a word in given discipline divided by the relative frequency of the same word in reference corpus, number of disciplines in which word occurs (positive effect); 

· relative frequency of a word in a discipline (i.e. frequency of the word divided by the total length of texts in a given field of study) (negative effect); 

· reduced frequency - number of equal chunks of text in reference corpus in which word occurs (number of the chunks is equal to the frequency of the word) (negative effect); and 

· ‘rareness’ of structure of a word - the sum of probabilities of each bigram of  characters in the word (probabilities were taken from words occurring in the reference corpus) (positive effect).


Thanks to the feature ranking, it is possible to draft a definition of a one-word term that is based on the highest ranked features: a term might be a word that occurs more often in the discipline than in reference corpus, that can be found only in some (and not all) of the academic disciplines, a word that is not distributed evenly in the whole corpus but is more frequent only in some parts of the corpus, a word that is not extremely frequent, and often has a structure that is different from the common words of the language.


The third experiment was the first attempt to learn more about multi-word terms, specifically two-word terms. Bigrams of words were examined, and the results show that the features evaluated as important by the feature ranking are quite different from the features relevant for the one-word terms. If the first member of a pair of words is an adjective, or if it is a term, the pair is more likely to be a multi-word term. Also, if the MIscore of the pair is of certain value, the probability of it being a multi-word term is higher. The progress in the research of the multi-word terms is significant, however it is just the first step in its in-depth description. Therefore, further research should concentrate on a detailed investigation of this phenomenon.


The last experiment was aimed at the terminological strength of words – termhood. A sample equation was produced by the FAKE GAME data mining tool which assigns a number on 0 to 1 scale to each word in a text, where 0 is an absolute non-term and 1 is an absolute term. On the basis of this equation, one-word terms can be automatically extracted from the subcorpora of individual academic disciplines. Also, all the words in an academic text can be automatically assigned a position on the 0 to 1 scale. Further research should determine where the approximate boundaries are between terms, scholarly words, and non-terms.
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Notes

1 This paper is a result of the project Český národní korpus a korpusy dalších jazyků (Czech national corpus and corpora of other languages) MSM 0021620823.

2 For now, a high number of academic texts is available in the SYN2005 of the Czech national corpus. However, the texts of individual disciplines are in some cases still insufficient. The limit of  200,000 words is conditioned by the number of texts in the least covered discipline.

Appendix 1

Description of Weka feature ranking methods

CfsSubsetEval: Evaluates the worth of a subset of attributes by considering the individual predictive ability of each feature along with the degree of redundancy between them. Subsets of features that are highly correlated with the class while having low intercorrelation are preferred.

ConjunctiveRule: This class implements a single conjunctive rule learner that can predict for numeric and nominal class labels. A rule consists of antecedents "AND"ed together and the consequent (class value) for the classification/regression. 

ConsistencySubsetEval: Evaluates the worth of a subset of attributes by the level of consistency in the class values when the training instances are projected onto the subset of attributes. 

The consistency of any subset can never be lower than that of the full set of attributes, hence the usual practice is to use this subset evaluator in conjunction with a Random or Exhaustive search which looks for the smallest subset with consistency equal to that of the full set of attributes.

DecisionTable: Class for building and using a simple decision table majority classifier.

FilteredAttributeEval: Class for running an arbitrary attribute evaluator on data that has been passed through an arbitrary filter (note: filters that alter the order or number of attributes are not allowed). Like the evaluator, the structure of the filter is based exclusively on the training data.

FilteredSubsetEval: Class for running an arbitrary subset evaluator on data that has been passed through an arbitrary filter (note: filters that alter the order or number of attributes are not allowed). Like the evaluator, the structure of the filter is based exclusively on the training data.

GainRatioAttributeEval: Evaluates the worth of an attribute by measuring the gain ratio with respect to the class.

ChiSquaredAttributeEval: Evaluates the worth of an attribute by computing the value of the chi-squared statistic with respect to the class.

InfoGainAttributeEval: Evaluates the worth of an attribute by measuring the information gain with respect to the class.

OneRAttributeEval: Evaluates the worth of an attribute by using the OneR classifier.

ReliefFAttributeEval: Evaluates the worth of an attribute by repeatedly sampling an instance and considering the value of the given attribute for the nearest instance of the same and different class. Can operate on both discrete and continuous class data.

SVMAttributeEval: Evaluates the worth of an attribute by using an SVM classifier. Attributes are ranked by the square of the weight assigned by the SVM. Attribute selection for multiclass problems is handled by ranking attributes for each class separately using a one-vs-all method and then "dealing" from the top of each pile to give a final ranking.

SymmetricalUncertAttributeEval: Evaluates the worth of an attribute by measuring the symmetrical uncertainty with respect to the class.
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Table 7: Example of words labeled by the equation generated by FAKE GAME as the closest to absolute terms (left side of the table) and to absolute non-terms (right side of the table).

