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Abstract

In this study, we analyse the subcategorisation of predicates, extracting them from German corpora. Our aim is to classify the extracted data by subcategorisation and also to compare the properties of different morphologically related predicates, i.e. verbs, deverbal nouns and support verb constructions. We thus analyse the phenomenon of “inheritance” in subcategorisation. We intend to distinguish the cases where nominal predicates share their subcategorisation properties with their base verbs from those where they have their own properties. Our preliminary experiments show that there are both correspondences and differences in the subcategorisation of verbs and deverbal predicates, which  should be considered in lexicon building for NLP. In “inheritance” cases, we don’t even need to describe the predicate-argument structure of a nominalisation, as we can just rewrite it from that of the underlying verb. The differences between the subcategorisation of nominalisations and their base verbs are necessary to be taken into account in dictionaries or NLP lexicons. For “non-inheritance” cases some additional information should be included. Our system can identify such

 cases by means of extracting them from tokenised, pos-tagged and lemmatised text corpora.

 1  Introduction: background

Nominalisations, such as Ankündigung (“announcement”), Erfahrung (“experience”), Vorstellung (“idea”), etc. are very common in German. In most cases, morphologically related predicates, deverbal nouns and their base verbs in this paper, share their subcategorisation properties. For instance, the verb bedingen (“to condition”) which can license only declarative dass-clauses (“that”-clauses in English) shares its subcategorisation information with its nominalisation Bedingung (“condition”) and the deverbal multiword expression zur Bedingung machen (“to make it a condition that/*wh-/*if”). Both the nominalisation and the verb take declarative dass-clauses only. There exist also cases, when morphologically related predicates do not share their properties. For instance, Schierholz (2001) describes the loss of the prepositional phrase by the nominalisation which is illustrated in examples (1) and (2) bellow.

(1) sich ernähren von (“to live on sth”) –> die Ernährung *von (“feeding/diet *on”).

(2) achten auf (“to pay attention to”) –> die Achtung *auf (“the attention *to”).

The author also mentions the cases, when the deverbal noun has some new properties which are not observed with their base verbs. For instance, in examples (3) and (4), the nominalisation takes a prepositional phrase, which is not subcategorised by its base verb.

(3) Bianca achtet den Kerl (“Bianca respects the guy”).

–> Biancas Achtung vor dem Kerl (“Bianca’s respect for the guy”).

(4) Sie ähnelt einer Vorzimmerdame (“She is resembles a receptionist”).

–> ihre Ahnlichkeit mit einer Vorzimmerdame (“her resemblance to a receptionist”).

In the present study, we extract predicates – verbs, their nominalisations and multiword expressions which contain deverbal elements – from corpora and classify them according to their subcategorisation properties. Moreover, we compare subcategorisation properties of morphologically related predicates on the basis of their correspondences or non-correspondences. Therefore, we analyse the phenomenon of “inheritance” in the subcategorisation of morphologically related predicates and distinguish the following cases: 

a) nominal and multiword predicates share their subcategorisation properties with their base verbs;

b) nominal and multiword predicates do not share these properties with the underlying verbs, thus they “lose” properties or they gain new ones.

 2  Data and existing approaches

As already mentioned, the present study is concentrated on three types of predicates: verbs, their nominalisations and multiword expressions which contain deverbal components. These predicate types are described in numerous linguistics studies and dictionaries, most of which concentrate on verbal predicates. For instance, the dictionaries VDE – Valency Dictionary of English and VALBU – Valenzwörterbuch deutscher Verben – (see Herbst et al. (2004) and Schumacher (2004)) give a detailed description of verbal valency. However, there exist studies which also describe nomianl valency. For example, the dictionary VDE give information not only on verbal valency but also on nomianl and adjectival subactegorisation properties. Sommerfeldt and Schreiber analyse the valency of nouns in Sommerfeldt/Schreiber (1983), and compare the subactegorisation properties of etymologically related words in Sommerfeldt/Schreiber (1996). Subcategorisation of nouns is also analysed by Schierholz and Teubert, cf. Schierholz (2001) and e.g. Teubert (2003). As mentioned above, Schierholz not only analyses valency of nouns but also compare their valency properties to those of the verbs they are derived from. Nominalisations and their relations to the underlying verbs are described in NLP studies as well. For instance, in Macleod et al. (1998), the authors present NOMLEX, a lexicon of nominalisations which contains the information about the verbs these nominalisations are derived from. Crouch and King (2006) and Gurevich et al. (2007) also give a description of systems which contain references between verbal and nominal subcategorisation. The subcategorisation of multiwords is less studies. However, multiword expressions themselves, are analysed by Krenn (2000), Storrer (2006), Fellbaum et al. (2006), Heid and Gouws (2006), and Lapshinova and Heid (2007).

As mentioned above, verbs and deverbal nouns and multiword expressions are described in electronic dictionaries and NLP-Lexicons. For instance, COMLEX computational lexicon, whose design is described by Grishman et al. (1994)   provides detailed syntactic information for ca. 38 thousand English words and includes 92 subcategorisation features of verbs. The above mentioned NOMLEX, the computational lexicon for nominalisations, maps noun complements onto the predicate-argument structure of their underlying verbs. IMSLex (described in Lezius et al. (2000)) is a lexical resource comprising morphological and syntactic information on different predicate types. HaGenLex (described in Hartrumpf et al. (2003)) contains both morpho-syntactic and semantic information.

Most above mentioned studies do not mention the relations between morphologically related predicates, or do not present a systematic description of this phenomenon. The “inheritance” of subcategorisation relations is analysed by a few authors only. For instance, the above mentioned lexicon NOMLEX, delivers the information not only on the valency properties of deverbal nouns, but also their correspondences to the properties of their base verbs, cf. Figure 1.

	NOMLEX entry elements
	explanation

	(NOM
	:ORTH
	“experiment”
	
	orthography

	
	:PLURAL
	“experiments”
	
	orthography of plural

	
	:PLURAL-FREQ
	“not-rare”
	
	pl. vs. sing. in BNC

	
	:VERB
	“experiment”
	
	base verb

	
	:NOM-TYPE
	((VERB-NOM))
	
	

	
	:VERB-SUBJ
	((N-N-MOD)
	
	pren.n-modif.position

	
	
	(DET-POSS))
	
	poss.det.of the noun

	
	:SUBJ-ATTRIBUTE
	((COMMUNICATOR))
	
	semantic class

	
	:VERB-SUBC
	((NOM-INTRANS:SUBJ
	((N-N-MOD)
	intransitive subj.

	
	
	
	(DET-POSS))
	features

	
	
	:REQUIRED
	((SUBJ))
	overwrite option

	
	
	(NOM-PP: SUBJ
	((N-N-MOD)
	prep.phrase as comp

	
	
	
	(DET-POSS))
	subj.features

	
	
	:PVAL
	(“on” “with”)))
	prepositional values

	
	:DONE T
	
	
	


               Figure 1: NOMLEX entry for the noun experiment

As already mentioned, Schierholz (2001), who study prepositional clauses, compare the presence of this complement type with nominalisations and their underlying verbs, cf. Examples (1) to (4) above and table 2 below. In Gurevich et al. (2007), the authors develop a system which rewrites the valency information from the verb onto the nominalisatoion with help of re-write rules. We show some of the examples of this process in figure 3.

	TRANSFER

	prepositional arguments (PP) of verbal predicates→ nominalisations

	deverbal with a PP and paraphrases with the base verb

	die Abstammung vom Affen vs. Jemand stammt vom Affen ab.

(“the descent from monkey“) vs. (“somebody descends from monkey”)

	verb
	prepositional complement
	nominalisation

	abstammen
	vom Affen
	Abstammung

	sein Interesse für Rotwein vs. er interessiert sich für Rotwein.

(“his interest in red wine“) vs. (“he is interested in red wine”)

	verb
	prepositional complement
	nominalisation

	sich interessieren
	für Rotwein
	Interesse


Figure 2: Verbs and their nominalisations with prepositional complements, cf. Schierholz (2001)

	Mapping of nominalisation arguments to verb arguments

	argument mapping for TRANSITIVE verbs:

	for instance, destruction – to destruct

	subject
	object
	example

	possessive
	of-phrase
	Ed’s destruction of the city 

	by-phrase
	of/for-phrase
	The destruction of the city by Ed

	argument mapping for INTRANSITIVE verbs:

	for instance, death – to die

	subject
	example

	possessive
	Ed’s death

	of-phrase
	The death of Ed


Figure 3: Verbs and nominalisations in PARC,  cf. Gurevich et al. (2007)

The illustrated correspondences ans non-correspondences between the valency properties of verbs and their deverbals can be described as “inheritance” relations between morphologically related predicates. We suppose that these phenomena has a systematic character and distinguish three types of “inheritance” relations between verbs and their nominalisations, cf. Lapshinova (2009). The classification is based on the absence or presence of the same complement types with morphologically related predicates, such as verbs, nouns and multiword expressions.

Three classes of subcategorisation relations:

· (R1) the subcategorisation properties are “inherited” from the verb:

	entscheiden, dass/w-/ob

(”to decide that/wh-/if”)
	vs.
	Entscheidung, dass/w-/ob

(“decision that/wh-/if“)


·  (R2) the subcategorisation properties are “inherited” from the verb but some properties are lost by the nominalisation:

(a) loss of w-/ob-clauses (interrogatives):

	ankündigen, dass/w-

(”to announce that/wh-”)
	vs.
	Ankündigung, dass/w-*

(“announcement that/wh-*“)


(b) loss of dass-clauses (declaratives):

· (R3) subcategorisation properties are “inherited” from the verb, but the nominalisation has additional properties.

 3  Methods and Tools

 3.1  Input

For our study, we use a corpus German newspaper texts, a total of ca. 1300M tokens). The Austrian corpus and the Swiss corpus comprise together ca. 480M tokens. The corpora from Germany include extracts (1992-2000) from German newspaper, such as die tageszeitung (referred to as ‘taz’ and has 111M), Frankfurter Rundschau (referred to as ‘FR’, 40M), Frankfurter Allgemeine Zeitung (referred to as ‘FAZ’, 71M), Stuttgarter Zeitung (‘StZ’, 36M), DIE ZEIT (‘ZEIT’, 86M), Handelsblatt (’HB’, 36M). We also use literary texts from the ‘Gutenberg’ Achive (‘DE Lit.’, 138M). An overview of all corpora is given in table 1.

Further extractions are planned to be done on Web-corpora because we intend to achieve a substantial coverage for certain phenomena. These corpora include texts containing over1300M tokens.

Our work starts from sentence-tokenised German newspaper corpora which are pos-tagged and lemmatised. We use TreeTagger/lemmatiser of Schmid (1994) and the STTS tagset for these annotations. To assess the need for chunking we used YAC, a recursive chunker for German, cf. (Kermes 2003). Regular expressions for data extraction rely on the Stuttgart CorpusWorkBench (CWB, cf. (Evert 2005)). The overview of the used tools is given in table 2.

	CORPORA
	ABBREVIATION
	SIZE

	Austrian news corpora
	(‘AT’)
	500M

	Swiss news corpora
	(‘CH’)
	180M

	die tageszeitung
	(‘taz’)
	111M

	Frankfurter Rundschau
	(‘FR’)
	40M

	Frankfurter Allgemeine Zeitung
	(‘FAZ’)
	71M

	Stuttgarter Zeitung
	(‘StZ’)
	36M

	DIE ZEIT
	(‘ZEIT’)
	86M

	Handelsblatt
	(‘HB’)
	36M

	European Language News Corpora
	(‘HGC-ELNC’)
	103M

	‘Gutenberg’ Literatur Archive
	(‘DE Lit.’)
	138M

	TOTAL
	
	ca. 1300M


Table 1: Corpora used in the whole study

	PROCESSES
	TOOLS
	REFERENCES

	tokenising
	Tokeniser
	Schmid (2000)

	
	
	

	pos-tagging and

lemmatisation
	Tree Tagger
	Schmid (1994)

and Schmid (1999)

	
	
	

	morphological annotation
	Morphology tool SMOR
	Schmid et al. (2004)

	
	
	

	corpus query tools
	CWB
	Evert (2005)

	
	
	

	extraction 
	extraction procedures
	Lapshinova (2007), 

Lapshinova & Heid (2008)

	
	
	


Table 2: Pre-processing and search tools

 3.2  Extraction context

Depending on the types of predicates we analyse, we use different sentence structures for our extraction procedures, cf. table 2. Restricted contexts allow us for high-precision extraction. 

For extraction of verbal predicates, we use both active and passive constructions. Using active sentences, we prefer German verb-final clauses (VL) for elaboration of most extraction procedures. This context type prove to deliver most precise extraction results. In  table 3, we show the specification of  the used contexts.

	context
	proportion in corpora

	for verbal predicates:

	verb-final clauses (VL)
	ca. 20-25%

	passive sentences
	ca. 6% - 15%, cf. Heid and Weller (2008)

	for nominal predicates:

	Vorfeld sentences (VF)
	ca. 5%


Table 3: Restricted contexts for extraction of verbal and nominal predicates

In a VL sentence, the verbal predicate occupies the final position in the main clause, and the sentential complement subcategorised by the predicates follows this immediately after the comma. This kind of sentences start with a conjunction, a relative or an interrogative pronoun, which are followed by preverbal material. The verbal complex occupies, as we mentioned, the position before the comma, and are followed by the conjunction dass or ob, or by a w-word which introduce the subordinate clause, as shown in Table 4.

	main clause
	subclause

	conj. or relative/interrog. pronoun
	constituents
	verbal complex
	

	Wenn

„If“
	sie

„they“
	erfahren,

„find out“
	dass John Miller große Mengen Alkohol kauft...

“that John Miller buys much alcohol...”

	die 

“who”
	genau

“exactly”
	wussten,

“knew”
	worauf es ankommt.

“what it depends on”.


Table 4: Dass-clause after verbal predicates in VL

The main reason for the choice of this complement type is the regularity of the sequence of constituents. In most cases, it is predictable, what elements occupy this or that sentence part. The verbal predicate precedes the sentential complement, which allows us to extract them both from text

corpora. The other reason is the the higher precision of the expected extraction results. In most cases, the sentential complement, which follows the verbal complex, is mostly subcategorised by this verb. Only if the verbal complex is preceded by other predicates, e.g. nominal or adjectival predicates or the verb builds with them a multiword predicate, the subclause can be subcategorised by these nouns, adjectives or multiwords.

Another convenient context for extraction of verbal predicates are sentences which contain verbs in passive voice. This sentence type comprises about 6-15% of all corpus text. In a passive sentence, the second part of the verbal predicate occupies the end position in the main clause, is followed by a comma and the subcategorised subordinate clause, cf. table 5.

	main clause
	subclause

	constituents
	verb1
	constituents
	verb2
	

	Es

„It“
	wird

„will be“
	dann

„then“
	gefragt,

„asked“
	warum es passierte.

„why it happened“.

	Es

„It“
	muss

„must“
	dann

„then“
	gefragt werden,

„be asked“
	warum es passierte.

„why it happened“.

	
	Kann

„Can“
	es dann

„it then“
	gefragt werden,

„be asked“
	warum es passierte.

„why it happened“?


Table 5: Dass-clause after verbal predicates in VL
Passive clauses are used as context for extraction of verbal predicates for the same reason as the VL clauses. In this sentence model, we also have a regular sequence of constituents, whose position is highly predictable. The sentence clause which follows the verb, is typically subcategorised by the verb (excluding the cases when the verb is preceded by some predicative material). The regularity of this highly-predictable context enables extraction results with higher precision.

For the extraction of nominal predicates, we use the pre-field constructions (VF). The noun in the VF can be combined with other nouns and can be preceded by an optional determniner followed by optional adjectives and adverbs, which can optionally have a complement or an adjunct (nominal or

prepositional phrase). It can also contain a genitive, e.g. des Managers beste Freunde (“the best friend of the manager”). Therefore, the noun in the VF can be followed by different elements, e.g. by a nominal phrase in genitive, a prepositional phrase and a complement clause. We analyse cases, when the nominal pharse in the VF is followed by a subclause, which is subcategorised by this noun phrase. In a sentence with a subcategorised clause following the nominal predicate in the VF, verbal predicates follow the comma after the clause, and possible nominal predicates or predicate elements tend to immediately follow the verb of the main clause,.

The pre-field context is the most predictable context for extracting nominal predicates. According to German grammarians, e.g. in Zifonun et al. (1997) or in Helbig & Buscha (2005), if a noun in the Vorfeld position is followed by a sentential complement, this complement can only be subcategorised by the noun, as shown in table 6.

	IF:        a noun in Vorfeld (VF) 

             is followed by a sentential complement;

THEN: this complement can only 

              be subcategorised by the noun




Figure 4: The rule for the noun in VF.

	main clause

1st part
	the subcategorised subclause
	main clause

2nd part

	noun phrase
	subcategorised clause
	verb
	rest

	Die Vorstellung,

“The idea”
	dass die Menschheit unbedeutend werden könnte,

“that mankind could become in-significant”
	ist

“is”  
	Unsinn.

“nonsense.”


Table 6: A noun in the VF subcategorising for a sentential complement.
In this study we concentrate exclusively on the extraction of sentential complements: dass-, w- or ob-subclauses. However our methods can be used for other complement types.

 3.3  Extraction and classification algorithm

As mentioned above, in this study, we apply the CWB query system. We elaborate a cascaded architecture to extract and classify the predicates described above. The architecture is based on symbolic procedures, which go from the general to the specific (Lapshinova 2007). First, we apply a query for extracting all types of predicates in a certain context (for instance, verb final sentences and passive constructions). Then, we specify queries to extract different kinds of predicates: verbal, nominal and multiword, which can be further subclassified into more specific subtypes.

The extraction and classification steps proceed as follows, cf. Lapshinova (2009):

1) identify & extract nominal predicates: Bedingung, Einschätzung, Entscheidung
2) classify nominal predicates: (N1), (N2), (N3);

3) identify base verbs of nominalisations: Bedingung – bedingen, Einschätzung – enischätzen, Entscheidung – entscheiden;

4) extract & classify base verbs: (V1), (V2), (V3);

5) extract & classify multiwords (M1), (M2), (M3);

6) compare subcategorisation properties;

7) classify relations: (R1), (R2), (R3).

In table 7, we illustrate a Vorfeld query to extract the sentence in example (5).

(5)  Allein die Ankündigung, dass er komme, hatte den Börsenkurs vergangene Woche in die Höhe getrieben. (“Alone the announcement that he would come had boosted the course”).

	
	Query building blocks 


	comments
	matching sen-tence

	
	MACRO vf(0)
	the start of the macro
	

	1.
	<s> 
	sentence beginning
	

	2.
	[pos!=“NN|V.FIN”]{0,3}
	prenominal material, no

finite verbs or nouns
	Allein

	3
	[pos=“APPR.*”]?
	optl. prep or prep+art
	

	4.
	(<np>...</np>)
	noun phrase
	die Ankündigung

	5.
	[word= “da.*”&pos= “...”]?
	optional Korrelat
	

	6.
	“,” 


	comma
	,

	7.1

7.2

7.3

8.

9.
	[(pos=“PW.*”)|

(word=“ob”)|

(word=“dass”)]

[pos!=“$.|V.FIN”]*

[pos=“V.FIN”]
	the subclause start:

w-word or

ob-conjunction or

dass-conjunction

subclause non-verbal part

subclause fin.verb
	dass

er

komme

	10.
	“,” 
	comma
	,

	11.
	[pos=“V.FIN”]
	finite main verb
	hatte

	12.
	[pos!= “V.FIN”]*
	rest of the main clause:

oprional words
	den Börsenkurs

vergangene

Woche in die

Höhe getrieben

	13.
	[pos="$."]
	the subclause and sentence

end
	.

	14.
	within s;
	rest of the main clause
	


Table 7: Query for predicates subcategorising for dass-, w- and ob-clauses in VF
3.3.1 Classification of predicates

We classify predicates according to their subcategorisation features, cf. table 8. Predicate of type 1, e.g. N1, V1 and M1 license all three type sof sentential complements analysed in this study. Predicates of type 2, such as N2, V2, M2, take declarative dass-clauses only, whereas predicates of type 3, e.g. N3, V3, M3, can take interrogative clauses only: w- and ob-clauses.

	class
	dass
	w-
	ob
	relations

	(V1), (N1), (M1)
	+
	+
	+
	→(R1), (R2), (R3)

	(V2), (N2), (M2)
	+
	-
	-
	→ (R1), (R2), (R3)

	(V3), (N3), (M3)
	-
	+
	+
	


Table 8:  Distribution of predicates into different relation classes

 3.3.2 Classification of relations between predicates

We group predicates into classes according to the similarities or differences in their subcategorisation properties, thus according to the “inheritance” classes mentioned above (“=” means that the properties are equal, “-” means that deverbals lose some properties of the base verb and “+” means that deverbals have new properties of their own which are not observed with the base verb). The distribution of predicate triples accosrding to their “inheritance” relations is shown in table 9.

	relation
	feature
	predicates combinations

	(R1)
	=
	(V1)(N1)(M1), (V2)(N2)(M2), (V3)(N3)(M3)

	(R2)
	-
	(V1)(N2)(M2), (V1)(N3)(M3)

	(R3)
	+
	(V2)(N1)(M1),(V2)(N3)(M3), (V3)(N1)(M1), (V3)(N2)(V2)


Table 9:  Groups of  predicates according to their “inheritance” relations.

 4  Using Corpus Data: Results

We test the classification and extraction procedures on different sets of corpora mentioned above. In the following, we show quantitative results delivered by our extraction and classification tools and explain some of the phenomena observed in the study.

 4.1  Quantitative results and their interpretation

We tested 28 verb-nominalisation pairs whose frequency is note less than 10 occurrences in our corpora. These predicates were extracted from ’FR’, ’FAZ’, ’taz’, ’Stz’ (see section 3.1 for corpora specification). These results are illustrated in table 10. The relations of type R3 gain a surprisingly high score in the automatic extraction. The manual analysis of predicate pairs of this type show that although verbs in these pairs do not take certain complement types in our corpora (whereas their nominalisation take these complements), we cannot say for sure that these verbs never take these complements.

	relations
	occurrence

	R1
	19
	32,00%

	R2
	10
	36,00%

	R3
	9
	32,00%

	TOTAL
	28
	100,00%


Table 10: Relations proportion tested on 28 verb-nominalisation pairs extracted from ’FR’, ’FAZ’, ’taz’, ’Stz’

Several examples of different predicate pairs classified to relation types from R1 to R3, are outlined in table 11.

	R1 pairs
	R2 pairs
	R3 pairs

	entscheiden, dass/w-/ob

“to decide that/wh-/if”

Entscheidung, dass/w-/ob
“decision that/wh-/if”

bedingen, dass

“to condition that”

Bedingung, dass
“condition that”
	ankündigen, dass/w-

“to announce that/wh-”

Ankündigung, dass

 “announcement that”

bestätigen, dass/w-

“to confirm that/wh-”
Bestätigung, dass
“confirmation that”


	entdecken, w-

“to discover wh-”

Entdeckung, dass
“discovery that”

überlegen, w

“to consider wh-”

Überlegung, dass


Table 11: Sample classification results.

	 predicates
	dass
	w-
	ob

	bedingen
	100,00%
	-
	-

	Bedingung
	99,00%
	1,00%
	-

	zur Bedingung machen
	
	
	

	
	
	
	

	erfahren
	81,00%
	15,00%
	4,00%

	Erfahrung
	96,80%
	1,60%
	1,60%

	in Erfahrung bringen
	65,00%
	19,00%
	16,00%

	
	
	
	

	beweisen
	37,00%
	63,00%
	-

	Beweis
	95,00%
	-
	5,00%

	unter Beweis stellen
	94,00%
	3,00%
	3,00%


Table 12: Sample extraction results: multiword (MWE) vs. nominalisations

Our sample extraction results show that for R1, as expected, nominalisation and multiword expressions containing this nominalisation, take over the subcategorisation properties of their underlying verb. For instance, in the nominalisation-multiword pair Bedingung – zur Bedingung machen (“condition – to make it a condition”), the nominalisation which occurs both freely in context and within a multiword expression subcategorises for the declarative dass-clause only (“that”-clause), as well as its base verb bedingen (“to condition”). 

Even the search in the Google search engine show that the multiword expression zur Bedingung machen occurs only with the dass-clause. We test this expression in the grammatical form of the third person singular as this allows us to avoid noisy extraction results from the Google. 

Google: “zur Bedingung macht, ob”   -  0

             “zur Bedingung macht, w-”       - 0

             “zur Bedingung macht, dass/daß” – 396 ( Search is done on 9.09.2009)

Interestingly, there are also cases, when subcategorisation properties of the nominalisation within a multiword are similar to those of the base verb. However, subcategorisation properties of the same nominalisation outside a multiword (i.e. it occurs freely in text) differ from those of the base verb.  Thus, the relations between multiword and the base verb can be classified into relations of R1 type, whereas the relations between the nominalisation and the base verb – into relations of R2 type.

Let us have a look at the verb-nominalisation-multiword triple erfahren – Erfahrung – in Erfahrung (“to experience – experience – to bring into experience (to find out)”). The verb erfahren can take both declarative dass-clauses and interrogative w-/ob-clauses. The nominalisation Erfahrung tend to license declaratives only – only 3,2 % of nominalisations found in our corpora subcategorise for a w-/ob-clause. However, the multiword in Erfahrung bringen, which contains this nominalisation can also take both declarative and interrogative sentential complements.

        35% of multiwords, 3,2% of nominalisations and 19% of multiword expressions subcategorise for a ob/w-subclause. This means that the process of “inheritance” in this case, does not follow the chain “from the verb to the nominalisation and from the nominalisation to the multiword”, but  goes from the verb to the nominalisation (with the loss of some properties) and from the verb to the multiword which contains a deverbal elements:

	erfahren, dass/w-/ob → Erfahrung, dass/*w-/*ob

erfahren, dass/w-/ob → in Erfahrung bringen, dass/w-/ob


The multiword which can take all the compliment types is illustrated in examples (6), (7) and (8).

(6) Weiter brachte “IM Papke” in Erfahrung, dass zur Verteilung genügend Leute da sind.

       („Further, „IM Papke“ found out that there are enough people for assignment“).

(7) Es fällt mir auch schwer, mich dem Westberliner Schlangestehen anzupassen; unwillkürlich drängle ich, um in Erfahrung zu bringen, ob es  von der Wurst noch etwas gibt oder nicht.

      („It is hard for me to get adapted to the West Berlin queues; I automatically push ahead to find out if there are enough sausages or not“).

(8) Außerdem lässt sich in Erfahrung bringen, warum das eine Fahrrad anders  um die Kurve fährt als das andere.

      („Besides, one can find out why one bike bends differently as the other one“).

There exist also cases, when subcategorisation properties of the nominalisation both within and outside a multiword differ from those of the underlying verb. For example, the verb beweisen (“to prove”) can take both dass-declaratives and w-interrogatives. Its nominalisation Beweis (both within the multiword unter Beweis stellen (“to out under proof/to give proof to sth”) and occurring freely in context) shows preferences for dass-complements – only 6% of all occurrences of the multiword  unter Beweis stellen found in our corpus and 5% of all occurrences of Beweis found in our corpus subcategorise for the interrogative w-clause. This multiword does not occur with an ob-clause at all. 6% of multiword expressions, 5% of nominalisations and 63% of the underlying verbs subcategorise for a ob/w-subclause

We also tried to find the expression unter Beweis stellt, ob in the web, using the Google search engine, which deliver the following results:

Google: “unter Beweis stellt, ob”- 2

              “unter Beweis stellt, dass/daß” - over 6560 ( Search is done on 9.07.2009)

These results show that the subcategorisation properties of the multiword are closer to those of the nominalisation contained in the multiword. Thus, the process of “inheritance” goes from the verb to the nominalisation (with the loss of certain properties, in this case the loss of interrogative clauses), and then from the nominalisation to the multiword expression which contains this nominalisation. An example of the usage of the multiword unter Beweis stellen with a dass-clause is given in (9).

	beweisen, dass/w-   →     Beweis, dass/*w-

beweisen, dass/w-   →     unter Beweis stellen, dass/*w-


(9) Wir haben unter Beweis zu stellen, dass wir die Bürger wichtig nehmen und verstehen. (“We have to give proof to (the fact) that we take the citizens seriously and understand them”).

Intermediate conclusion

The extraction results show that deverbal nouns, as well as multiword expression which contain deverbal elements,  can “inherit” their subcategorisation properties from their underlying verbs. These relations can be characterised as relations  of type (R1). For instance, both the verb begründen and its nominalisation Begründung can take dass- and w-clauses. The verb befürchten licenses only a dass-clause, so does its nominalisation Befürchtung.

begründen, dass/w- (“to justify that/wh-”) → Begründung, dass/w- (“justification that/wh-”)

befürchten, dass (“to fear that”) → Befürchtung, dass (“fear that”)

Our extraction procedures also deliver cases of the “non-inheritance” of verbal subcategorisation properties. Sometimes, nominals can lose part of the subcategorisation potential of the verb (relation type R2). For instance, the verb vermuten takes both dass- and w-clause as complements, whereas its nominalisation Vermutung is found in our corpus with dass-clauses only. The same process is observe din the verb-nominalisation pair erfahren – Erfahrung. The verb erfahren can subcategorise for all the three sentential complements (introduced by dass, ob or a w-word). However, its nominalisation Erfahrung can subcategorise for the dass-clause only:

vermuten, dass/w- (“to suppose that/wh-”) 

vs. Vermutung, dass/*w- (“supposition that/*wh-”)

erfahren, dass/w-/ob (“to find out that/wh-/if”) 

vs. Erfahrung, dass/*w-/*ob (“experience that/*wh-/*if”)

4.2 Towards the explanation for non-inheritance

The reasons for non-correspondences or the phenomena of the “non-inheritance” of certain properties by deverbal predicates can have contextual or semantic character. For instance, many nominalisations which subcategorise  for a dass-clause only a derived from the verbal stem with the help of the suffix -ung. This nominalisation type is semantically weak. Many of them serve just as containers for the content which is expressed in the subcategorised dass-clauses. W-/ob-clauses presuppose an open set of answers which doesn’t correspond to the semantics of such kind of nominalisations. A deeper semantic analysis of such phenomena is necessary to reveal systematicities of the inheritance process.

The following deverbal noun are found in our corpus with dass-clauses only.

	Ankündigung

“announcement”
	Entdeckung

“discovery”   
	Meinung

“opinion”

	Äußerung

“utterance”
	Erfahrung

“experience”  
	Mitteilung

“communication/message”

	Befürchtung

“fear”
	Erwartung

“expectation”
	Regelung

“regulation”

	Behauptung

“assertion”   
	Feststellung

“assessment”  
	Vermutung

“supposition”

	Bemerkung

“remark”
	Forderung

“demand”
	Vorstellung

  “conception/idea”

	Bestimmung 

“determination”
	Meldung 

“report”
	Überzeugung

“conviction”


Table 13: Sample nominalisation which can take declaratives only

Interpreting these nominalisations we come to the hypothesis, that nominalisations that “inherit” only the dass-clause have a propositional reading, which means that they express a proposition, a fact. The dass-clause subcategorised by these nominalisations is then the content of the proposition.

To prove this hypothesis, we apply an omission-test (developed in the joint work with A. Roßdeutscher). The propositional reading of the nominalisation can be manually proved if we delete the nominalisation in front of the subclause.

	IF: the complement clause can be used without the noun

       → proposition + content

ELSE: no clear support for a propositional reading


We illustrate this test in the following examples. For instance, the nominalisation Vorstellung, dass/*w-/ob shows clear support for the propositional reading, cf. examples (10) and (11). The sentence in (11) is grammatically and semantically correct and is allowed.

(10) Die Vorstellung, dass alle Teilnehmer beim Konferenzabendessen so viel tanzen, war undenkbar. (“The idea that all the participants will dance so much during the conference dinner, was unthinkable”).

(11) Dass alle Teilnehmer beim Konferenzabendessen so viel tanzen, war undenkbar. (“ That all the participants will dance so much during the conference dinner, was unthinkable”).

We also test the meaning of the nominalisations which can take not only dass-clauses but also other sentential complement types, e.g. w-/ob-clauses. For instance, the deverbal noun Überlegung can take declarative clauses introduced by the conjunction dass, as well as interrogatives introduced by both w-word and the conjunction ob, cf. (12) and (13).

(12) Die Uberlegung, dass solche Events immer ein Musik- und Tanzprogramm haben sollen, ist hypotetisch. (“The consideration if such events should always include music and dance programme is hypothetical”).

(13) Dass solche Events immer ein Musik- und Tanzprogramm haben sollen, ist hypotetisch. (“If such events should always include music and dance programme is hypothetical”).

The sentence in (13) sounds strange, which means that this nominalisation doe not show clear support for propositional reading in this context.

We suppose that nominalisation which can take both declarative and interrogative subordinate clauses, are ambiguous between propositional and non-propositional reading. This can be illustrated by the nominalisation Entscheidung (“decision”), which take all the three sentential complement types. The sentences in examples (14) and (15), illustrate that this nominalisation can have both propositional and non-propositional meaning.

(14) Die Entscheidung, dass der FC Bayern Matthäus haben wolle, sei gefallen. (“The decision that FC Bayern wants to have Matthäus is done”). 

( propositional reading

(15) Die Entscheidung, ob Deutschland seine Auslieferung fordert, wird für Montag erwartet. (“The decision if Germany demands his extradition is expected for Monday”). 

( non-propositional reading

() Die Entscheidung, wann genau im neuen Jahr gespielt wird, wurde auf die Rückrundenbesprechung am 23. November in Alzenau vertagt. (“The decision when exactly the game in the new year will take place, was postponed to the second half of the season on the 23th of November in Alzenau”). 

( non-propositional

In the following table (table 14), we outline further examples of nominalisations that subcategorise only for a dass-clause (nouns whose frequency a greater that 10 are extracted from FR, FAZ, TAZ, ZEIT, HB, STZ (a total of 356M tokens)).

	predicate
	 translation                   
	dass
	w-
	ob
	TOTAL

	Ankündigung
	“announcement”
	46
	0
	0
	46

	Befürchtung
	“fear”
	136
	0
	0
	136

	Behauptung
	“assertion”
	100
	0
	0
	100

	Bemerkung
	“remark”
	14
	0
	0
	14

	Bestimmung
	“determination”
	12
	0
	0
	12

	Entdeckung
	“detection”
	14
	0
	0
	14

	Erfahrung
	“experience”
	32
	1
	0
	33

	Erwartung
	“expectation”
	63
	0
	0
	63

	Forderung
	“claim”
	33
	0
	0
	33

	Hoffnung
	“hope”
	227
	0
	0
	227

	Meldung
	“announcement”
	37
	0
	0
	37

	Mitteilung
	“communication”
	14
	0
	0
	14

	Regelung
	“regulation”
	21
	0
	0
	21

	Vermutung
	“assumption”
	113
	0
	0
	113

	Vorstellung
	“conception”
	135
	2
	0
	137

	Überzeugung
	“conviction”
	33
	0
	0
	33


Table 14: Deverbal nouns which take declaratives only

Table 15 shows examples of nominalisations subcategorising for all kinds of subclauses, which are found in FR, FAZ, TAZ, ZEIT, HB, STZ (356M tokens) and whose frequency is greater than 10.

	predicate
	 translation                   
	dass
	w-
	ob
	TOTAL

	Aufklärung
	“clarification”
	1
	2
	2
	5

	Begründung
	“justification”
	36
	14
	0
	50

	Entscheidung
	“decision”
	15
	54
	137
	206

	Erklärung
	 “explanation”                 
	26
	28
	0
	54

	Darstellung
	“description”
	8
	2
	0
	10

	Feststellung
	“ascertainment”
	57
	1
	3
	61

	Meinung
	“opinion”
	21
	4
	5
	30

	Prüfung
	“examination”                 
	0
	0
	21
	21

	Überlegung
	“consideration”
	17
	6
	10
	33

	Untersuchung
	“investigation”
	3
	0
	5
	8


Table 15: Deverbal nouns which take declaratives and interrogatives

The tests mentioned above show that the majority of the examined nominalisations with subcategorised dass-clauses seem to have a propositional reading. The nominalisations which take interrogative w- or ob-clause along with dass-clauses allow for other readings as well, e.g. event or others. Therefore we can claim that there exist systematic regularities between the sortal readings of nominalisations  and the complements they subcategorise for. Besides, the tests confirm that there exist three types of relations between subcategorisation of verbs and deverbals.

 5  Conclusion and Future work

Our experiments show that the transfer or “inheritance” of subcategorisation properties from verbs to nominalisations and to multiwords containing these nominalisations is quite widespread, but not fully “automatic”. There are limits to “inheritance” of subcategorisation properties from verbs onto their nominalisations. Some properties get lost and some morphologically derived predicates can develop their own subactegorisation properties, which are not “inherited” from the verbs. 

The tests also show that in some cases, the limited “inheritance” is to some extent systematic. For instance, deverbal nouns, which take only declarative clauses, have a propositional reading only. This means that the subcategorisation behaviour of nouns which have certain sortal readings might be in some cases predictable.

All these phenomena should be considered in lexicon building for NLP. Which means that there is a need for tools to identify such cases by means of data extraction from corpora. The syste, described in this paper allows to treat such cases semi-automatically. It is possible to identify such cases automatically by means of a precision-oriented extraction from text tokenised, pos-tagged and lemmatised text corpora. And further classification of the predicates according to their valency properties.

The distinction between different subcategorisation relations (verbs vs. nominals) enables the optimisation of the process of lexicon building and updating. In “inheritance” cases, we don’t even need to describe the predicate-argument structure of a nominalisation, as we can just rewrite it from that of the underlying verb. As the differences between the subcategorisation of nominalisations and their base verbs are necessary to be taken into account in dictionaries or NLP lexicons, for “non-inheritance” cases some additional information should be included. Our system can identify such cases by means of extracting them from tokenised, pos-tagged and lemmatised text corpora.


As further steps, we plan further extraction procedures operated on larger corpora to achieve substantial coverage. For this purpose, we intend to use Web-Corpora, which include ca. 1300 Mio tokens. We also want to test our extraction and classification architecture on parsed corpora which can also deliver more substantial results. 

Besides, we intend to fulfil a deeper semantic analysis on the nomialisations which have different sortal readings. We also think that the study of the further contextual properties of predicates can also contribute to the description and explanation of the systematic subcategorisation behaviour. As in certain cases, we can observe parallels between subcategorisation properties of nominalisations and their sortal readings, the properties extracted by our system might be applied to deal with ambiguoous contexts. 
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