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Abstract

In this paper I present a computer tool for a corpus-driven morphematic analysis as well as a new corpus approach to derivational and inflectional morphology. The tool is capable of segmenting Czech and English word-forms into morphs by combining distributional methods, graphotactics and entropy. The program recursively forms a series of hypotheses about morpheme-candidates and evaluates these candidates on the basis of their distribution among other words in corpus. A working hypothesis assumes that when a morphematic boundary occurs, distribution of morpheme-candidates derived from this partitioning would be decisive in comparison to a hypothetical division separating two parts of one morpheme from each other. This statistical approach can help in redefining the term ‘morph’ and ‘morpheme’ on the basis of corpus linguistics as a part of word which is regularly distributed in the set of words with the same morphological characteristics.

1. Introduction

When we look at the research at the field of automatic morphematic2 analysis, we can identify two approaches to this topic. One is computational, its primary goal being to separate morphs in the word according to a traditional linguistic perspective; the second approach - more theoretical - aims to improve the definition of morph and morpheme. 


The computational approach is driven by the effort to improve precision and recall rates, which are measured by agreement with traditional segmentation. Its goal is to create a faultless procedure for discriminating morphs or a catalogue of affixes and root morphemes.


The purpose of this study is different. In this paper I would like to present an automatic procedure for a corpus-driven morphematic analysis as the first step to understanding the phenomenon of morph and morpheme. Instead of improving the procedure in order to obtain better results (i.e. results which are consistent with the traditional linguistic point of view) I would like to focus on the properties of morph and morpheme and redefine these terms on the basis of corpus linguistics.

2. Morpheme and morph

In the traditional perspective, morpheme is defined as the smallest functioning unit in the composition of words (Crystal 1997). Sometimes the emphasis is laid on the fact that morphemes are the smallest units bearing meaning (which is true especially for root and derivational affixes) or grammatical function (e.g. flectional affixes or some prefixes). (Komárek 1978)


Morphemes are traditionally viewed as abstract units, and their realisation in parole are known as morphs. The relationship between morpheme and morph is referred to as realisation (Crystal 1997), but it should not be, in any way, confused with the type-token relation. Morphemes are sometimes realised in several variants (allomorphs) according to their position in the word and graphotactic and phonotactic nature of the language, but these allomorphs are disparate types (which are represented by occurrences, i.e. tokens, in the corpus).


Before we start to redefine these terms on the basis of corpus linguistics we have to keep in mind two things. Firstly, much information can be drawn from corpora about the texts, but almost no information directly about language as an abstract system. Corpus analysis therefore focuses on parole, and the abstraction leading to the language system is always on the researcher. This means that all we can get from corpus-based morphematic analysis is segmentation of a word to morphs which are units of parole (not morphemes, which are units of langue). 


Secondly, the diachronic (or etymological) aspect has always interfered with traditional morphematic analysis. Research based on a corpus of contemporary texts performed by automatic procedure will always be strictly synchronic and therefore the results might be somewhat different, and even unusual.

3. Morphs and morphemes in Czech and in English

The automatic morphematic analysis was tested on two quite typologically different languages - Czech and English. We were using written texts in their usual orthographical form for both languages with no transcription to possible phonological form. Thus in fact, the outcome of this procedure is a segmentation of words to written representations of morphs.


A Czech word (noun, adjective or verb) is composed of one or more root morphemes accompanied by several affixes (their number is usually higher than the average English word). The final suffix (ending) representing inflectional grammatical categories such as case, gender and number or person and number is obligatory, although it can be represented by a so called zero-morpheme (e.g. nominative singular hrad-Ø ‘castle’ × genitive singular hrad-u ‘of castle’ where hrad is the root morpheme, -u and -Ø are final inflectional suffixes). Other morphemes in Czech are optional. Most of the prefixes have lexical meaning (e.g. cenit ‘to estimate’ × pod-cenit ‘to underestimate') with the exception of a small set of prefixes (like nej- as in nej-větší ‘the biggest’ × větší ‘bigger’ which functions as a signal of superlative3 or verbal prefixes representing future tense po-/pů- which are limited to small class of verbs of movement as in po-letím, pů-jdu ‘I will fly, I will go’ × letím, jdu ‘I am flying, I am going'). Non-final suffixes in Czech have a lexical meaning (e.g. uči-tel ‘teacher’ × učit ‘to teach’ where -tel represents a person who is performing some action or occupation) or grammatical function (e.g. kup-ova-t ‘to buy’ kup-uj-u ‘I am buying’ where kup is the root, -t or -u are final suffixes designating person and number or infinitive, -ova- or -uj- are non-final suffixes distinguishing present and past base of the verb).


On the other hand, English is not a very morphologically rich language, has virtually no inflection, and therefore almost no flectional morphemes. There are only a few examples, such as -s or -es for plural of nouns, or -ing, -ed for different tenses of verbs. Many content words are free forms (they consist solely of root morph, e.g. boy, park, see etc.). Most of the derivation is based on using suffixes or prefixes with lexical meaning, e.g. un-fortunately, mis-under-standing; govern-ment, inform-ation etc.


There are several problems with analysis in each of the languages. Since we are dealing with written texts it is important to take into account differences in the writing systems. English writing system is etymological, whereas Czech orthography is quite phonological (there is a straight correspondence between phoneme and grapheme4); the difference between analysis focused on phonologically transcribed texts and written texts would thus be greater in English. We have to admit that some of the problems caused by the difference between written and spoken representation could be solved by using phonologically transcribed texts. The result of such analysis would be interesting, but then we would not be able to assign exactly the morph boundary back to the written form. Furthermore, we still might want to know what the realisation of morphs looks like in the written language for the purpose of automatic corpus morphematic tagging, or for theoretical reasons. Thus, if we took phonologically transcribed texts and analysed them, we would have to transcribe back identified morphs into their written form, which might be almost impossible. 


Homonymy is a general problem in analysis of units smaller than words. An automatic procedure might thus draw an analogy between homonymous words which are not in fact semantically related to each other (e.g. import-ant and import-ed; hran-ý ‘played’ and hran-a ‘edge'). The assumption used here is that homonymy is a sort of distortion of the principle of distinctiveness (in favour of the principle of language economy) and therefore it is not as common to affect the results in a decisive way, although analysis of some rare words might be affected by this phenomenon. This is even minimized by the fact that the research was conducted on large corpora.


Another problem of segmenting Czech words in particular is allomorphs. Many Czech roots occur in two or more variants (e.g. ruk-a, ruc-e, ruč-ka ‘hand, hands, little hand (deminutive)’ where ruk, ruc and ruč are variants of the same root). Somewhat analogous to this problem is the phenomenon of irregular verbs in English although changes in the Czech roots are often quite predictable and regular. Problems with alternations can be reduced by ignoring some specific differences of allomorphs (i.e. in their written representation). For example, since we know that final -y in English sometimes changes to -i- throughout the derivational process, we can analyse the word as if the difference between these two variants of morpheme does not exist, e.g. instead of analysing the word authority, we try to segment the word with either i or y at the end (written in the notation of regular expressions: authorit[iy]); in the former Czech example we can alternate the original word ruka to ru[cčk]a in order to catch all possible alternations of the stem.

4. Automatic morphematic analysis

There are several methods for automatic morphematic analysis. The method chosen here is based on distributional analysis described by Greenberg (1957) and known as method of squares. It was implemented for identification of Spanish prefixes by Urrea (2000) and for Czech prefixes by Hlaváčová and Hrušecký (2008). Unlike other implementations of this method this approach focuses not only on identifying either prefixes or suffixes, but also discovering all potential morpheme boundaries in the word. The method described in this paper has been implemented using the PERL programming language and common GNU/Linux tools.


A square is characterized as the set of words which exists when there are four expressions in the corpus which take the form A-B, A'-B, A-B’ and A'-B'5 (Greenberg 1957), e.g. English words govern-ment, govern-ing, develop-ment, develop-ing or Czech words kup-ovat ‘to buy’, kup-uju ‘I am buying’, stěh-ovat ‘to move’, stěh-uju ‘I am moving’. It is also possible that one part of the word is a null string in order to allow squares such as un-less, un-happy, Ø-less, Ø-happy or ne-štěstí ‘unhappiness’, ne-bezpečí ‘danger’, Ø-štěstí ‘(good) luck’, Ø-bezpečí ‘safety’ etc. One possible objection to this method is that we can create squares which do not divide words according to morpheme structure (e.g. n-ew, s-ew, n-ame, s-ame or sůl ‘solt’, d-ůl ‘mine’, s-ál ‘hall’, d-ál ‘beyond’). An important assumption here will be that the number of squares corresponding to a morphematic segmentation will be greater in comparison with those which do not attest an appropriate segmentation (Urrea 2000).


The program forms in cycles a series of hypotheses about morpheme-candidates (esp. about morpheme boundaries) and evaluates these candidates on the basis of their distribution among other words in the corpus according to the method of squares. Since we are dealing in this analysis with the relationship between units in a lexicon, the procedure uses a list of unique word types (not whole texts with many instances of the same word). A working hypothesis assumes that when a morphematic boundary occurs, the distribution of morpheme-candidates derived from this partitioning would be decisive (i.e. many words should contain these morphemes) in comparison to a hypothetical division separating two parts of one morpheme from each other. 


In each cycle the program has to find one morpheme boundary. It progresses in the word from right to left and assumes that morpheme boundary is between each pair of graphemes (e.g. educatio-n, educati-on, educat-ion etc.). The word is thus repeatedly divided into two parts - A (the beginning) and B (the end). For each possible segmentation we have to find out: 1) how many word types in corpus begin with part A and do not end with the part B (i.e. words AB'), 2) how many word types do not begin with A but end with B (i.e. words A'B) and finally 3) how many existing word types in the corpus can be created by combination of each instance of A’ with each instance of B’ (i.e. words A'B'). The number of existing A'B' words corresponds to Greenberg's squares, as discussed above. For example the word education is analysed this way in the first cycle:

	Segmentation
	A'
	B'
	A'B'

	educatio-n
	14526
	0
	0

	educati-on
	5673
	2
	1043

	educat-ion
	2517
	7
	3345

	educa-tion
	2051
	10
	3132

	educ-ation
	1590
	13
	3056

	edu-cation
	178
	19
	270

	ed-ucation
	0
	213
	0

	e-ducation
	0
	5833
	0


Table 1: Example of the segmentation of the word education and numbers of alternative morphs.


Since we have many words that end with letter -n (and not beginning with educatio-) the number of A's in the first row is significantly high (14 526). As there are no words beginning with educatio- and not ending with -n the number of B's is zero. If we look at the second row, the number of A's is somewhat lower (the set of A' subsume words such as informati-on, infecti-on, questi-on etc.) and we can identify two instances of alternatives to B (e.g. educati-ng and educati-ve). If we match alternatives to A with alternatives to B we get 1 043 existing words (like informati-ve or infecti-ng), i.e. 1 043 squares.


There were, in the previous research, several coefficients and ratings counting with these three numbers. The best coefficient I found by empirical research for determining the morph boundary was simply the sum (Σ) and the product (Π) of these three values. The bigger the sum and the product, the higher probability that the segmentation separates two actual morphs from each other. As there is virtually no probability of morpheme boundary if either of the numbers (A', B' or A'B') is zero, the program does not count the sum in these cases (the product is zero in those cases anyway).

	Segmentation
	SUM (Σ)
	PRODUCT (Π)

	educatio-n
	0
	0

	educati-on
	6718
	11833878

	educat-ion
	5869
	58935555

	educa-tion
	5193
	64237320

	educ-ation
	4659
	63167520

	edu-cation
	467
	913140

	ed-ucation
	0
	0

	e-ducation
	0
	0


Table 2: The sum and product of the numbers from table 1.


The best segmentation (bolded in table), according to the sum, is educati-on, on the other hand, product suggests a drawing of the boundary between educa- and -tion. This is quite a common situation that each measuring tool favours a different type of morpheme; sum prefers the boundary between root and suffix or between two suffixes, while product evaluates slightly higher boundaries between root and prefix or between two prefixes.


Additionally to these two measures, the program counts backward (Hb) and forward entropy (Hf) of a given segmentation. The backward entropy (Hb) represents a rate of orderliness of a set of preceding letters given the part B of the word, the forward entropy (Hf) analogously represents a rate of orderliness of a set of following letters given the part A of the word. The higher the entropy, the less ordered the preceding/following grapheme context is and the higher the probability that morph boundary would occur. 


Both entropies are counted using the formula H = – Σ p × log(p), where p is the probability of a letter preceding/following the boundary of a given segmentation. The value of p is, in the case of forward entropy, counted by the formula p = f / n where f is the frequency of a given letter that follows after the beginning A in the list of word types and n is the number of word types in this list that begins with the string A. Analogously for the backward entropy, f is the number of occurrences of a given letter that precedes string B in the list of word types and n is the total number of words ending with string B.

	Segmentation
	Backward entropy (Hb)
	Forward entropy (Hf)

	educatio-n
	0
	0

	educati-on
	1.86
	-4.85

	educat-ion
	0.78
	0.21

	educa-tion
	0.92
	-0.29

	educ-ation
	2.45
	-0.06

	edu-cation
	0.8
	0.75

	ed-ucation
	0
	0

	e-ducation
	0
	0


Table 3: Backward and forward entropies for specific segmentation.


The difference between backward and forward entropy is somewhat analogous to sum and product. Backward entropy generally favours suffixes and forward entropy is better at evaluating prefixes. Some researchers (Hlavačová-Hrušecký 2008) also suggest differential forward entropy as a measure of the probability for identifying prefix boundaries. This method is useless here because it cannot handle prefixes consisting of a single letter, and its results are better only for identifying prefixes (presented procedure focuses on complex morphematic analysis, i.e. analysis of both prefixes and suffixes).


Given these four measures (Σ, Π, Hb, Hf), it is necessary to order all the possible segmentations in the first cycle according to them, and pick the most probable one. Usually, these four measures are not in agreement regarding what segmentation is the best (even consensus between the three of them is rare). Since the common situation is that two of the measures agree on the boundary, we have to make a hierarchy of these pairs: 1) Σ and Π, 2) Σ and Hb, 3) Π and Hb, 4) Σ and Hf, 5) Π and Hf, 6) Hb and Hf. 


[image: image1]
Figure 1: Hierarchy of pairs of measures used for boundary delimitation.


The program proceeds from the first pair of measurements to the last one, trying to find an agreement on the placement of boundary, and if there is no consensus between the measurements at all, the morph boundary is drawn according to the sum (7). This is the case of the example word education, where sum suggests we draw the first morph boundary between educati- and -on, products suggest educa-tion, backward entropy places the boundary between educ- and -ation, and finally the forward entropy assumes that the boundary lies between edu- and -cation. As the sum is empirically the most reliable criterion, the boundary in this first cycle is drawn between educati- and -on.


This procedure has to be corrected in some cases. Another criterion for improving results is thus derived from graphotactics; assuming that between graphemes which co-occur often (measured by MI-score and t-score) the probability is of the morpheme boundary being smaller; this criterion provides a less important but still valuable clue in segmenting the word into morphemes. If the two criteria, MI-score and t-score, mark the same pair of graphemes as fixed and if the values of these two criteria are higher than a certain empirical threshold (which is 1.5 for MI-score and 100 for t-score in English and 2 for MI-score and 200 for t-score in Czech) than the possible boundary between these two graphemes is not taken in to account. Marked pairs of graphemes are e.g.: o-v, s-t, c-h for Czech, c-h, t-h for English.


The final correction is made by the stop-list of possible one-letter-long prefixes and two-letter-long prefixes (for Czech only). These lists are quite easy to obtain, as the number of these prefixes is limited to a small number of graphemes (or grapheme bigrams). These stop-lists improve the segmentation, as there are always many instances of words AB' when A consists of one grapheme only. If this division is ruled out by the stop-list, other less probable boundary candidates might be considered. This correction also speeds up the whole analysis which is quite time consuming as such. Unfortunately, analogous stop-lists cannot be obtained for one letter long suffixes as the the variability here is greater.


Following the decision about the first morph boundary we can continue to the second cycle with the larger part of the word (assuming that the shorter one was affix). The larger part in our example is educati. The program can now analyse this part of the word no matter what follows (this would correspond to regular expression educati.*). This might work well with long words and with languages with less homonymy; but better results are obtained when we add all possible endings to the continuing remainder of the word. This corresponds to the regular expression educati((on)|(ve)|(ng))?; in other words, we are analysing word educati regardless of whether it ends either with -on, -ve, -ng or with zero string. In the second cycle, the program thus analyses the rest of the word after we cut off the first morph with the supplement of all possible complements found in the first cycle.


The results of the second cycle are as follows (highest values in each column are printed in bold): 

	Segmentation
	A'
	B'
	A'B'
	Σ
	Π
	Hb
	Hf

	educat-i
	25905
	5
	12616
	38526
	1634087400
	1.75
	-0.71

	educa-ti
	5606
	8
	4116
	9730
	184594368
	1.53
	-0.83

	educ-ati
	2357
	11
	2922
	5290
	75758694
	2.58
	-0.37

	edu-cati
	245
	17
	230
	492
	957950
	1.04
	0.66

	ed-ucati
	1
	211
	45
	257
	9495
	-10.75
	2.51

	e-ducati
	1
	5831
	850
	6682
	4956350
	-8.05
	2.79


Table 4: Example of segmentation of the word education with all used measures in the second cycle.

According to the result of sum and product, the next boundary is educat-i (because of the analogy to words such as educate, educator etc.). After cutting off the suffix -i-, the rest of the word accompanied by the set of all possible alternatives to this suffix may continue to the next cycle.


It is important to note here that the order of cycles in which particular morphs are recognized is not accidental. Morphs which are cut off in the first cycles are usually more frequent, they belong to a small paradigm of affixes and are easy to recognize, e.g. frequent prefixes such as re-, in-, un-, dis- or distinct suffixes such as -s, -e, -ed, -ing, -ly, -on etc. In Czech, the first cycles discriminate mostly the inflectional final suffixes (-í, -é, -e, -a, -i, -t, -u, -y, -ých etc.). The most frequent Czech prefixes delimited in the first cycle are ne-, vy-, za- po- (see appendix below). This hierarchy of morph boundaries can also represent the derivational process. If we take for example the derivation sequence of words antiaircraft or its Czech equivalent protiletadlový, we can observe that the order of discrimination of morphs is reversed to the derivational structure of the word, and hierarchy between morphs: antiaircraft -> 1. anti-aircraft -> 2. anti-air-craft, the prefix anti- is identified in the first cycle, as the word aircraft here forms a derivational base to which the prefix is added; analogously for the Czech example protiletadlový -> 1. protiletadlov-ý -> 2. proti-letadlov-ý -> 3. proti-letadl-ov-ý the prefix proti- ‘anti-’ is identified in the second cycle after cutting off the final inflectional suffix -ý but before identifying the signal of an adjective -ov-. 


Despite all the corrections and mechanisms involved in the procedure, and in order to improve the results, several problems still remain unsolved. The main problem is in what stage of analysis the procedure should be halted before it starts to split the root morph. As the root morphs in English and Czech vary in length from two to, say, seven letters, we cannot state the minimum root length as a criterion for the end of analysis. Once all the morphs are cut off the word, the procedure still continues guessing morph boundaries inside the root. To avoid this problem, we let the procedure work only in two or three cycles, even if it meant that the rest of the word still consisted of two or more morphs. This can be justified by the purpose of this experiment which is not to create a catalogue of morphs but to investigate the phenomenon of morph and morpheme.


The second problem is related to the usage of computational resources. One cycle, i.e. determination of one morpheme boundary, lasts about ten seconds. Analysis of 100 words with three cycles per word took about an hour. If we wanted to analyse all of the 800 000 different word forms in the BNC, it would consume approximately 278 days (with the same hardware equipment).

5. Results

To test the reliability of procedure, I let the PERL script analyse several words in English and in Czech. Lists of word types needed for morphematic analysis and testing data were taken from large corpora. Czech words were taken from corpus SYN2005, English words were from the BNC. Both corpora have 100 million words and they are quite similar in text structure. 


In order to avoid the problem of segmenting the root into morphs we let the program analyse only long words (with at least 7 letters) in 2 cycles (for English) or 3 cycles (for Czech) assuming that there is a high probability that these words consist of at least two morphs (root plus one affix). Since the complex morphematic structure is limited to content words, the testing data comprised only nouns, adjectives and verbs.


The training data, i.e. the list of word types which are used for comparison and distributional analysis of the testing data, were taken from the same corpora. In order to avoid interference from low frequency words, we took only words with frequency of three occurrences or higher.


One possible objection to this selection of data might be that these are corpora of written language. For morphematic analysis, we might expect phonetically or phonologically transcribed data. The selection of data is justified by the goals of our analysis, which are the automatic marking of morph boundaries in the written corpus (we are thus interested in written representation of morphs) and understanding the nature of the morph.


How to measure a successful rate of this procedure? I manually inspected the analysed data and counted every well placed boundary in every cycle. I did not count a misplaced boundary if it was in the word (or the rest of it) consisting of the root only. I also did not count the case of a badly placed morpheme boundary as a result of a mistake in previous cycles. 

	
	Number of cycles
	Well placed boundaries
	Successful rate

	English
	245
	211
	86.12 %

	Czech
	217
	188
	86.64 %


Table 5: Successful rates of the procedure for Czech and English.


The success rate is not as high as it should be if we want to use this method, for example, for automatic morphematic tagging of a large corpus. Nevertheless, it is high enough to formulate some basic distributional features of morph and morpheme and to redefine these notions on the basis of corpus linguistics.

6. On the definition of morph and morpheme

Firstly, we assume that words do not differ from each other without a purpose. Even a small change in the form of the word corresponds to a shift in its meaning or function. Secondly, when we segment a word into parts capable of changing the meaning or function, we gain information about its relationship to other words in the lexicon (or list of word types), about the function of derivational and inflectional affixes etc.


In my analysis, I assume that the boundary between morphemes does not lie inside a grapheme or phoneme.6 The finest segmentation thus would be separating each grapheme or morpheme to its own part, but this segmentation tells us almost nothing about the inner structure of the word, what are the functions of its parts or the semantic relationship to other lexical units. Moreover, information about word structure gained from backward and forward entropy suggests that segmentation according to grapheme boundary is often redundantly mechanical, cf. hypothetical segmentation *informatio-n (it is clear that only letter -n- can follow the base informatio-), on one hand, and segmentation inform-ation on the other hand which is derived from comparison with words like inform-ed or inform-s.


The method presented, based on Greenberg's squares, identifies the distinctiveness of the segments. In fact, it is separating the smallest parts which co-occur often in words of the same type and differentiates them from other words. 


When we interpret the results of this automatic analysis in order to improve the definition of morpheme, we have to keep in mind that corpus linguistics in general is focused on the synchronic and parole aspects of the language. The automatic corpus analysis presented is thus only capable of identifying written representation of morph (not morphemes), without including knowledge of the etymology of words (which is somewhat present in every traditional morphematic analysis).


The basic feature of these distributionally identified morphs emerging from the procedure is thus their distinctiveness. These morphs are capable of discriminating similar words (mostly they are somewhat derivationally related) and they represent minimal differences no matter whether it is possible to assign a grammatical function or lexical meaning to them. Morphs can thus be defined as markers of derivational structure, and they represent the positions in the word structure in which these words systematically and non-randomly differ from other similar units in the lexicon.


Let us look, for example, at the word building. From a comparison of this word to words with similar base we can identify three morphs: buil-d-ing. Its derivational structure would be as follows:


[image: image2]
Figure 2: Possible derivational structure of the word building.


The first marker of the derivational structure is the morph -ing which is discriminated on the basis of comparison with words like build-s or build-er, etc. The morph -d- is determined by the existence of words like buil-t or rebuil-t etc. Both of these morphs function as a marker of derivational structure and differentiate the word building from other related or similar words like builders, built, builds etc. It is useful to point out once again that, since we are dealing with a single word, we still have to talk strictly about morphs not morphemes. Abstraction from morph to morpheme requires a comparison of the same morphs (or morphs with similar form and function or meaning) occurring in other words. This also means that morpheme is another level of abstraction and represents a class of types.


What can we say about morphemes in the light of what we have found about morphs? Morphemes are by definition the smallest meaningful units in the word. Since we are dealing in this automatic analysis strictly with form, the correspondence between morph and morpheme is not straightforward nor simple. The meaning of a morpheme is sometimes derived directly from the morph (this is the case of root morphemes or some prefixes), sometimes it corresponds to a fixed combination of morphs (this is analogous to collocations of words which form a complex lexical multi-word unit with one lexical meaning). Let us look for example at the derivational structure of the word different:


[image: image3]
Figure 3: Possible derivational structure of the word different.


When we compare this word to similar words like differ-s, differ-e-d and differ-e-n-ce, we can identify three morphs (i.e. three markers of derivational structure). But when we look at words with similar ending (independ-en-t, excell-en-t, suffic-ien-t etc.), we can easily identify that the whole group -ent/-ient creates one unit with one meaning and function, i.e. one morpheme. The first distinction between morph and morpheme is thus the fact that morpheme can consist of a syntagm of two or more morphs. We can identify morpheme only when we compare different words with similar morph structure. From this comparison, we obtain a class or paradigm of morphs or morph combinations (cf. Hocket 1947) representing one morpheme. This paradigmatic relationship is typical for -emic (system) units and cannot be used when considering one particular word or text (parole).


The other difference between morph and morpheme is that morpheme is an abstract unit which is invariant. Morphs of the same morpheme can be realised by several variants, or allomorphs. We can identify that the plural morpheme in English can be either -s (as in the word project-s) or -es (in the word illness-es), or that the morpheme -ent has also a variant -ient (in words like sufficient, ancient, impatient).7 This is another level of abstraction and yet another example of the difference which can be observed when changing perspective from parole to langue. When we analyse one isolated word, the segments we find are morphs (not morphemes); only when comparing this morph to other forms and functions of the same morpheme in other words can we think about it as of a different variant of the same morpheme.


The crucial difference between morph and morpheme is thus the level of abstraction. While the morphs segment a particular word which is in specific relationship to other words in the corpus, the morpheme is an abstraction above the realisations of morphs. In some cases the morpheme consists of two morphs which are discriminated in order to distinguish the word form other similar or related words in the lexicon; in other cases the same morpheme is formed by one morph because there is no need to segment this morph to smaller parts as there are no words in the lexicon which should be differentiated.


Given the fact that the distributional analysis is based on texts from one time period, the output is strictly synchronic. This might mean that words compared for determining the morphs are not semantically related or do not have the same etymological base. As a result we obtain analysis discovering the synchronic structural relationship between words in the lexicon which might or might not imply a genetic relation between morphs or words. Given this synchronic and parole orientation of the procedure, one morpheme might be analysed differently in different words. 


It is obvious that the affix -ing presents one morpheme with a specific function and meaning. Distributional analysis might segment this morpheme to one morph, as it is in the word build-ing (see the derivational structure above), or it can consist of two morphs as can be seen in the word educat-i-ng.


[image: image4]
Figure 4: Possible derivational structure of the word educating.


It is clear from comparison with words like educat-e and educat-i-on that strictly (distributionally) speaking, the suffix -ing in this word consists of two separate morphs -i- and ‑ng. It is useful to recapitulate that in this analysis we are dealing with written representations of morphs. If we analysed the phonological representation of the word, the results would be different.


It is also interesting to point out that, according to this approach, we can identify segments similar to distributionally defined morphs, even inside the root. Their validity is only in terms of distinctiveness and they are identified solely by distributional tests. Although their separation from the rest of the root is quite meaningless, it is true that by their conjunction we get the morpheme which reveals the main lexical meaning of the word.

7. Conclusions

The automatic morphematic analysis presented here, and results gained by this procedure allow us to draw some conclusions regarding the nature of the morphematic structure of words and towards the definition of morph and morpheme.

 1. As we have seen, the procedure runs in cycles. These cycles are not only a matter of implementation of the procedure, they also designate the hierarchical structure of the morphs in the word. Using this procedure, we might be able to decide which boundary from the synchronic and parole perspective is obvious and which one is disputable. In the first cycles, morphs from small paradigms capable of differentiating large groups of words are discriminated (e.g. final morphs such as builder-s or problém-y ‘problems’). Following cycles identify morphs from the larger paradigms which differentiate only small sets of words. For example, Czech inflectional final suffixes are easy to identify so they are often identified in the earlier cycles compared to, say, prefixes with lexical meaning.

 2. From the beginning of this project, the presented method was supposed to identify morphs on either sides of the word (prefixes and suffixes). To make this possible, it was necessary that the procedure ran in cycles. This recursiveness allows us to identify morphs which are surrounded on both sides by other morphs. We can thus think of the possibility that some morphs are bound to some position in the word.  It is thus clear that morphs are not ‘free’ parts of the word. They are bound to each other (together they often create a morpheme) and they are bound to exact position in the word (e.g. some of them cannot be final).

 3. Presented measurements of the probability of morph boundary in a given segmentation allow us to assume that different types of morphs can be distinguished by the means of these measurements. This also tells us much about the paradigms of each type of morph.

 a) The boundary between final and non-final suffixes is specific for a high number of companying prefixes and only a small set of alternative suffixes. A high value of backward entropy and low value of forward entropy can also be an indicator of this type of boundary.

 b) The boundary between non-final suffix and the root morph can by identified by the relatively high number of accompanying prefixes and relatively low number of alternative suffixes (both these numbers are somewhat lower than in the case of final and non-final suffix boundary). Values of backward and forward entropy can also be valid in identifying this type of boundary (backward entropy (Hb) can be lower than in the case of final and non-final suffix boundary but is still quite high; forward entropy (Hf) is on the other hand somewhat higher than in case a).

 c) Finally, the prefix-root boundary is typical by relatively lowest number of alternative prefixes and a relatively high number of accompanying suffixes. The same characteristics also apply to the high value of forward entropy and low value of backward entropy.

 4. It is important to realise that this procedure (and similar procedures) are capable of discriminating morphs only. Morphemes present a different level of abstraction and the step from morph to a morpheme will never be completely without theoretical problems, and never fully automatic.


Finally we can get to the definition of morph and morpheme. We started with the assumption that words that differ in form differ also in meaning or function.8 Thus to every shift in the form a shift in the meaning should be assigned. But since morpheme is an abstraction and since we are dealing with parole not langue in corpus linguistics we have to think about the morph first. If we distributionally discriminate the parts which differ words from each other we obtain morphs. The form of these morphs depends on their context (graphotactic or phonotactic criteria) and the presence or absence of related words in the corpus. Since not all possible combinations of morphs are present in the corpus, we sometimes get different segmentation for similar words (independ-en-t × differ-e-n-t). Morph thus can not be defined as the smallest unit that reveals meaning or function but as a marker of derivational structure which differentiates words from each other.


The definition of morph is indeed crucial for the definition of morpheme. The morph is not only a particular representation of morpheme or one of possible variants of an otherwise invariant morpheme, it is also a cornerstone of morpheme. This should not be understood only in the traditional paradigmatic sense that morpheme is a set or class of alternative allomorphs (Hocket 1947). Sometimes a syntagm of two or more morphs (delimited by the richness of the derivational structure of the word) forms one morpheme with one meaning or grammatical function. These morph bigrams or trigrams are analogous to collocations of words and they create together one fixed unit with one meaning or function which is a part of the system of language. Another manifestation of the same syntagmatic principle between morphs is the case of circumfix (cf. Čermák 2008) which consists of two morphs, one for the beginning and one for the end of the word (e.g. nej-vět-ší ‘the biggest’ where nej- and -ší forms one morpheme with the meaning of superlative).

Notes

1 This paper is a result of the project Český národní korpus a korpusy dalších jazyků (Czech national corpus and corpora of other languages) MSM 0021620823.

2 For the purpose of this paper, I will use the terms morphemics and morphematics as equal. The former is more common in Anglo-American linguistics, the latter is usual in the Czech linguistic tradition.

3 It is necessary to point out that the prefix nej- is in fact only the first part of circumfix nej- -ší which is the formal representation of superlative of Czech adjectives (Čermák 2008).

4 To name a few exceptions: both Czech graphemes i and y are pronounced as a phoneme /i/, phoneme /x/ is regularly written by conjunction of graphemes c and h. 

5 With the prime (A', B') denoting a string of letters different from the original one (A, B).

6 For this moment we leave aside the special cases were the boundary is uncertain, e.g. český ‘adj. Czech’ is traditionally analysed čes-ský with -s- belonging both to the root and to the suffix.

7 Note that we still consider only the written forms of words.

8 For this moment we leave aside specific morphemes (so called empty) with no relevant meaning (e.g. šed-iv-ý ‘grey’ × šed-ý ‘grey’ where the morpheme -iv- has virtually no meaning or function as both of the words have the same meaning, grammatical function and stylistic validity).
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Appendix

The results of a morphematic analysis of 3004 most frequent Czech words (nouns, adjectives, verbs and adverbs) with at least 7 letters and analogous 3455 English words is summarised by the lists of morphs below. The procedure had to find only one morph boundary therefore the list represents only the most probable affixes at the beginning or end of a word. Each morph is accompanied by the frequency of word types in which it occured and the type of morph is designated by the hyphen position. 

	Frequency
	English morphs
	Frequency
	Czech morphs

	537
	-s
	352
	-í

	303
	-e
	206
	-é

	279
	-ed
	197
	-e

	227
	-ing
	191
	-a

	206
	-ly
	173
	-i

	171
	-on
	163
	-t

	122
	-al
	151
	-u

	92
	-t
	132
	-y

	70
	-y
	98
	-ých

	70
	-ation
	87
	-ch

	65
	-er
	82
	-l

	57
	-ment
	76
	-ý

	53
	-es
	70
	-m

	37
	re-
	68
	-ého

	35
	-n
	67
	-ní

	30
	-ity
	56
	-á

	29
	-ic
	48
	ne-

	26
	-or
	47
	-o

	25
	in-
	43
	-ho

	22
	-ry
	39
	-ů

	22
	-l
	38
	-ou

	21
	un-
	33
	-il

	21
	-ion
	28
	vy-

	21
	-ary
	27
	za-

	20
	-c
	26
	po-

	19
	-ness
	23
	-ě

	19
	-ive
	20
	-it

	19
	-ance
	18
	nej-

	17
	dis-
	18
	-ek

	17
	-ce
	17
	s-

	15
	de-
	16
	-ství

	14
	-ty
	16
	-em

	14
	-ous
	15
	pro-

	14
	-ful
	15
	-la

	14
	-cy
	14
	-ost

	13
	-an
	13
	v-

	13
	a-
	11
	z-

	12
	-us
	11
	při-

	12
	-ship
	11
	na-

	12
	-m
	9
	-oval

	12
	e-
	9
	o-

	11
	-r
	7
	u-

	10
	-um
	7
	-te

	10
	con-
	7
	-nost

	10
	co-
	7
	-ním

	8
	-ve
	7
	-en

	8
	-le
	7
	-ém

	8
	-a
	5
	-ující

	7
	-man
	5
	pře-

	7
	-est
	5
	-ovat

	7
	-en
	5
	od-

	7
	-d
	5
	-li

	7
	-age
	5
	-k

	6
	pro-
	5
	-ální

	6
	-ology
	4
	-ým

	6
	-less
	4
	-uje

	6
	di-
	4
	-tví

	6
	-ant
	4
	pří-

	5
	-ure
	4
	pod-

	5
	-time
	4
	-ního

	5
	pre-
	4
	mož-

	5
	-ory
	4
	-lo

	5
	-ent
	4
	-el

	4
	-tion
	3
	-ují

	4
	pr-
	3
	roz-

	4
	out-
	3
	-nou

	4
	o-
	3
	-ních

	4
	i-
	3
	-né

	4
	ex-
	3
	-n

	4
	com-
	3
	mil-

	4
	-ar
	3
	-cí

	4
	-able
	2
	vol-

	3
	-work
	2
	věn-

	3
	-ur
	2
	-ší

	3
	super-
	2
	-r

	3
	sub-
	2
	-osti

	3
	mo-
	2
	-ník

	3
	man-
	2
	-ment

	3
	main-
	2
	-ly

	3
	-ian
	2
	-ka

	3
	-ial
	2
	-jí

	3
	-hood
	2
	-ér

	3
	-ence
	2
	-er

	3
	-ative
	2
	-ej

	3
	-ate
	2
	-ec

	2
	-x
	2
	do-

	2
	work-
	2
	cel-

	2
	-way
	2
	-c

	2
	-ware
	2
	boj-

	2
	-ward
	2
	běž-

	2
	-view
	2
	-ard

	2
	vi-
	2
	-ační

	2
	under-
	1
	živ-

	2
	-ture
	1
	zdr-

	2
	-tory
	1
	wash-

	2
	-tive
	1
	vý-

	2
	the-
	1
	ved-

	2
	th-
	1
	var-

	2
	-ter
	1
	-val

	2
	-te
	1
	-v

	2
	syn-
	1
	-us

	2
	sym-
	1
	-um

	2
	sun-
	1
	-tnou

	2
	-st
	1
	stáv-

	2
	-son
	1
	-stav

	2
	soci-
	1
	-st

	2
	-sion
	1
	sou-

	2
	-side
	1
	sil-

	2
	se-
	1
	sebe-

	2
	-room
	1
	růz-

	2
	-re
	1
	re-

	2
	prob-
	1
	před-

	2
	-port
	1
	prů-

	2
	po-
	1
	pre-

	2
	para-
	1
	prac-

	2
	pa-
	1
	par-

	2
	-over
	1
	-p

	2
	over-
	1
	-ovní

	2
	-ol
	1
	-ové

	2
	-nt
	1
	-ován

	2
	no-
	1
	-or

	2
	news-
	1
	-on

	2
	mid-
	1
	-ol

	2
	ma-
	1
	-ných

	2
	-land
	1
	-ný

	2
	-ist
	1
	ny-

	2
	-ism
	1
	nut-

	2
	inter-
	1
	něk-

	2
	-inary
	1
	-ného

	2
	-in
	1
	ně-

	2
	im-
	1
	-nách

	2
	-ically
	1
	ná-

	2
	-ical
	1
	mor-

	2
	ho-
	1
	mir-

	2
	grand-
	1
	-me

	2
	-form
	1
	maj-

	2
	-ette
	1
	lok-

	2
	-et
	1
	lev-

	2
	-ese
	1
	lad-

	2
	ec-
	1
	kraj-

	2
	-day
	1
	ko-

	2
	cre-
	1
	již-

	2
	-case
	1
	-jící

	2
	-book
	1
	jar-

	2
	bas-
	1
	-is

	2
	-ard
	1
	-írá

	2
	an-
	1
	-in

	2
	-ally
	1
	-íme

	2
	air-
	1
	-ím

	2
	aero-
	1
	-ík

	2
	ad-
	1
	ide-

	2
	ac-
	1
	hud-

	1
	yu-
	1
	hor-

	1
	-wise
	1
	hlas-

	1
	-wich
	1
	gen-

	1
	-wide
	1
	fung-

	1
	wide-
	1
	-et

	1
	-while
	1
	-ést

	1
	wh-
	1
	-es

	1
	-well
	1
	-ent

	1
	voc-
	1
	-ení

	1
	-ver
	1
	-ěn

	1
	vari-
	1
	-ější

	1
	valu-
	1
	dom-

	1
	-ular
	1
	-dlí

	1
	-ual
	1
	dět-

	1
	trem-
	1
	daň-

	1
	trans-
	1
	-ční

	1
	tra-
	1
	čin-

	1
	-took
	1
	čer-

	1
	tog-
	1
	cest-

	1
	-to
	1
	cen-

	1
	to-
	1
	-ář

	1
	-tioner
	1
	-án

	1
	-tic
	1
	-ají

	1
	-tial
	1
	-ací

	1
	-th
	1
	-aci

	1
	test-
	1
	a-

	1
	tent-
	
	

	1
	tele-
	
	

	1
	techn-
	
	

	1
	tax-
	
	

	1
	-tain
	
	

	1
	-tail
	
	

	1
	sy-
	
	

	1
	supp-
	
	

	1
	su-
	
	

	1
	str-
	
	

	1
	-stood
	
	

	1
	-ster
	
	

	1
	stat-
	
	

	1
	st-
	
	

	1
	-ssor
	
	

	1
	-span
	
	

	1
	sp-
	
	

	1
	sove-
	
	

	1
	-some
	
	

	1
	sign-
	
	

	1
	-sic
	
	

	1
	-sheet
	
	

	1
	sens-
	
	

	1
	-se
	
	

	1
	sate-
	
	

	1
	salv-
	
	

	1
	sa-
	
	

	1
	-rupt
	
	

	1
	-rt
	
	

	1
	-rous
	
	

	1
	rot-
	
	

	1
	-ron
	
	

	1
	-ring
	
	

	1
	-rian
	
	

	1
	-ress
	
	

	1
	reli-
	
	

	1
	reg-
	
	

	1
	rec-
	
	

	1
	radi-
	
	

	1
	quot-
	
	

	1
	-que
	
	

	1
	qual-
	
	

	1
	psych-
	
	

	1
	profit-
	
	

	1
	post-
	
	

	1
	port-
	
	

	1
	pop-
	
	

	1
	play-
	
	

	1
	-place
	
	

	1
	pen-
	
	

	1
	pav-
	
	

	1
	-out
	
	

	1
	-ound
	
	

	1
	-osity
	
	

	1
	oper-
	
	

	1
	-op
	
	

	1
	-oon
	
	

	1
	-ony
	
	

	1
	-old
	
	

	1
	-ois
	
	

	1
	-oir
	
	

	1
	obs-
	
	

	1
	-o
	
	

	1
	nu-
	
	

	1
	not-
	
	

	1
	nor-
	
	

	1
	-noon
	
	

	1
	none-
	
	

	1
	-nel
	
	

	1
	-neath
	
	

	1
	-nd
	
	

	1
	-nce
	
	

	1
	-naire
	
	

	1
	na-
	
	

	1
	multi-
	
	

	1
	mu-
	
	

	1
	-most
	
	

	1
	mort-
	
	

	1
	-more
	
	

	1
	mor-
	
	

	1
	mon-
	
	

	1
	mod-
	
	

	1
	mis-
	
	

	1
	-men
	
	

	1
	mean-
	
	

	1
	me-
	
	

	1
	-math
	
	

	1
	-mas
	
	

	1
	mar-
	
	

	1
	manu-
	
	

	1
	mand-
	
	

	1
	magn-
	
	

	1
	lucr-
	
	

	1
	-lt
	
	

	1
	-low
	
	

	1
	-lord
	
	

	1
	loc-
	
	

	1
	lo-
	
	

	1
	-ll
	
	

	1
	live-
	
	

	1
	lime-
	
	

	1
	light-
	
	

	1
	-life
	
	

	1
	life-
	
	

	1
	li-
	
	

	1
	leb-
	
	

	1
	le-
	
	

	1
	lav-
	
	

	1
	-lance
	
	

	1
	key-
	
	

	1
	juris-
	
	

	1
	jun-
	
	

	1
	-itis
	
	

	1
	-ition
	
	

	1
	-ithm
	
	

	1
	-it
	
	

	1
	-istic
	
	

	1
	-ise
	
	

	1
	irr-
	
	

	1
	-ire
	
	

	1
	ir-
	
	

	1
	-ique
	
	

	1
	-ious
	
	

	1
	-ior
	
	

	1
	intro-
	
	

	1
	ingr-
	
	

	1
	infl-
	
	

	1
	inf-
	
	

	1
	-inc
	
	

	1
	imp-
	
	

	1
	-illa
	
	

	1
	-ility
	
	

	1
	-ight
	
	

	1
	-ie
	
	

	1
	-ide
	
	

	1
	ide-
	
	

	1
	-id
	
	

	1
	-i
	
	

	1
	-chair
	
	

	1
	ch-
	
	

	1
	hum-
	
	

	1
	-house
	
	

	1
	homo-
	
	

	1
	-hold
	
	

	1
	high-
	
	

	1
	heli-
	
	

	1
	-head
	
	

	1
	head-
	
	

	1
	-h
	
	

	1
	-graph
	
	

	1
	gra-
	
	

	1
	gr-
	
	

	1
	-gm
	
	

	1
	gl-
	
	

	1
	girl-
	
	

	1
	-ge
	
	

	1
	gastro-
	
	

	1
	-fy
	
	

	1
	fun-
	
	

	1
	fra-
	
	

	1
	-forward
	
	

	1
	forth-
	
	

	1
	fort-
	
	

	1
	form-
	
	

	1
	fo-
	
	

	1
	flexi-
	
	

	1
	fl-
	
	

	1
	-fire
	
	

	1
	fire-
	
	

	1
	-ff
	
	

	1
	-fe
	
	

	1
	-fast
	
	

	1
	farm-
	
	

	1
	fa-
	
	

	1
	-f
	
	

	1
	-ew
	
	

	1
	ever-
	
	

	1
	-eval
	
	

	1
	-eutic
	
	

	1
	et-
	
	

	1
	est-
	
	

	1
	-ess
	
	

	1
	-ery
	
	

	1
	equ-
	
	

	1
	-ep
	
	

	1
	-ency
	
	

	1
	-ement
	
	

	1
	else-
	
	

	1
	-ella
	
	

	1
	-eless
	
	

	1
	-el
	
	

	1
	-eer
	
	

	1
	-ee
	
	

	1
	-ect
	
	

	1
	dur-
	
	

	1
	-down
	
	

	1
	down-
	
	

	1
	don-
	
	

	1
	devi-
	
	

	1
	-der
	
	

	1
	-days
	
	

	1
	day-
	
	

	1
	da-
	
	

	1
	-cular
	
	

	1
	cu-
	
	

	1
	cr-
	
	

	1
	cor-
	
	

	1
	copy-
	
	

	1
	cons-
	
	

	1
	conn-
	
	

	1
	col-
	
	

	1
	coal-
	
	

	1
	cat-
	
	

	1
	-cast
	
	

	1
	-card
	
	

	1
	card-
	
	

	1
	car-
	
	

	1
	cap-
	
	

	1
	ca-
	
	

	1
	break-
	
	

	1
	braz-
	
	

	1
	boy-
	
	

	1
	-body
	
	

	1
	-ble
	
	

	1
	bi-
	
	

	1
	-belt
	
	

	1
	-bean
	
	

	1
	-be
	
	

	1
	be-
	
	

	1
	-back
	
	

	1
	back-
	
	

	1
	ba-
	
	

	1
	-aw
	
	

	1
	avi-
	
	

	1
	avail-
	
	

	1
	auth-
	
	

	1
	att-
	
	

	1
	-ator
	
	

	1
	-at
	
	

	1
	at-
	
	

	1
	as-
	
	

	1
	arm-
	
	

	1
	-ario
	
	

	1
	arch-
	
	

	1
	-ap
	
	

	1
	ap-
	
	

	1
	anni-
	
	

	1
	-ancy
	
	

	1
	-ament
	
	

	1
	am-
	
	

	1
	al-
	
	

	1
	-ache
	
	

	1
	-ach
	
	

	1
	-acy
	
	

	1
	-act
	
	

	1
	abs-
	
	

	1
	-about
	
	

	1
	-ably
	
	

	1
	-ability
	
	


Table 6: Affixes used frequently in Czech and English words.
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