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1. Introduction 
 
CALL can be a route to learner autonomy, allowing students to use PC-based 
software to learn individually, without need of class or teacher. However, language is 
above all a medium for communication, implying a dialogue of two or more 
participants: although CALL can provide exercises and lessons in grammar, 
vocabulary, writing skills etc, it might seem that conversation practice still calls for a 
teacher, or at least fellow students.  

A chatbot is a program which can chat in natural language, on a topic built 
into the chatbot’s internal linguistic knowledge model. Many chatbots exist, with 
different “knowledge” programmed by the chatbot builder. A chatbot may appear to 
be a suitable partner for conversation practice; for example, the speak2me.net website 
includes Lucy, who “chats” in the language and style of a nice, polite British young 
lady. However, language teachers will know that conversation practice is normally on 
a specific topic, to learn topic-specific vocabulary and language.  Lucy is nice to chat 
with initially, but doesn’t adapt to different topics or lessons. Furthermore, Lucy helps 
autonomous learners of English, but not other languages. 

We have developed algorithms for adapting or retraining a chatbot with a 
corpus, to chat in the language and topic of the training corpus. An attraction of the 
corpus-training approach is that in principle any corpus, in any language and on any 
topic, can be used; so we have gone on to test this principle, by using domain-specific 
corpora to train chatbots to chat on specific topics such as the Qu’ran , Computing 
Frequently Asked Questions,  and non-English language corpora such as the Corpus 
of Spoken Afrikaans. Language learners and teachers have given evaluation feedback, 
indicating that these adaptive chatbots offer a useful autonomous alternative to 
traditional classroom-based conversation practice. 
 
 
2. Computer Assisted Language Learning and learner autonomy  
 
CALL can be a route to learner autonomy, allowing students to use PC-based 
software to learn individually, without need of class or teacher. Jung and Kim (2004) 
classified CALL research into three areas: studies that compare CALL with traditional 
methods to see if students with computer learned better and/or faster than students 
with traditional models; studies that look at learning strategies; and studies that 
examine attitudes and interaction. Typical CALL programs present a stimulus to 
which the learner must respond. The Stimulus may be presented in any combination 
of text, images, sound and video. The learner responds by typing at the keyboard, 
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pointing and clicking within mouse, or speaking into a microphone. CALL programs 
can give feedback indicating whether the student’s response is right or wrong 
(Wikipedia 2007). 

However, language is above all a medium for communication, implying a 
dialogue of two or more participants: although CALL can provide exercises and 
lessons in grammar, vocabulary, writing skills etc, it might seem that conversation 
practice still calls for a teacher, or at least fellow students. Recently, there is growing 
interest in Web-CALL which is “a software that enables language teachers to produce 
web-based teaching materials and enables students to study them online” (Fujii et al., 
2000). 
  
 
3. Chatbots for fun, and for practical applications 
 
A chatbot is a program which can pretend to “chat” with a human user in natural 
language, on a topic built into the chatbot’s internal linguistic knowledge model. 
Many chatbots exist, with different “knowledge” programmed by the chatbot builders. 
There are several alternative names for chatbot-like systems such as: machine 
conversation system, virtual agent, dialogue system, and chatterbot. Brennan (2006) 
defined a chatbot as “an artificial construct that is designed to converse with human 
beings using natural language as input and output”. The purpose of a chatbot system is 
to simulate a human conversation; or, to put it more formally, a chatbot architecture 
integrates a language model and computational algorithms to emulate informal chat 
communication between a human user and a computer using natural language.  

In a survey of chatbots, (Abu Shawar and Atwell 2007) noted that initially, 
developers built and used chatbots for fun, and used simple keyword matching 
techniques to find a match of a user input, such as ELIZA (Weizenbaum 1966, 1967). 
The seventies and eighties, before the arrival of graphical user interfaces, saw rapid 
growth in text and natural-language interface research, e.g. (Cliff and Atwell 1987), 
(Wilensky et al 1988). Since that time, a range of new chatbot architectures have been 
developed, such as: MegaHAL (Hutchens 1996), CONVERSE (Batacharia etc 1999), 
ELIZABETH (Abu Shawar and Atwell 2002), HEXBOT (Hexbot 2004) and ALICE 
(ALICE 2002). ALICE is the Artificial Linguistic Internet Computer Entity, first 
implemented by Wallace in 1995. ALICE knowledge about English conversation 
patterns is stored in AIML files. AIML, or Artificial Intelligence Mark-up Language, 
is a derivative of Extensible Mark-up Language (XML). It was developed by Wallace 
and he Alicebot free a software community during 1995-2000 to enable people to 
input dialogue pattern knowledge into chatbots based on the ALICE open source 
software technology. With the improvement of data-mining and machine-learning 
techniques, better decision-making capabilities, availability of corpora, robust 
linguistic annotations/processing tools standards like XML and its applications, 
chatbots have become more practical, with many commercial applications (Braun 
2003) 

The Jabberwacky chatbot aimed to “simulate natural human chat in an 
interesting, entertaining and humorous manner” (Carpenter 2007). Jabberwacky learns 
from its previous conversation and uses contextual pattern matching techniques to 
select responses. Jabberwacky is not intended to do anything “useful” other than 
simply chatting for fun. Figure 1 presents a sample of conversation with Jabberwacky. 
 



Jabberwacky: Do you want to know my name? 
User: Yes please. 
Jabberwacky: My name is Matt. 
User: Are you for real? 
Jabberwacky: Yes. 
User: How old are you? 
Jabberwacky: Thirty two. 
User: And you’re from ...? 
Jabberwacky: I told you - from Saturn.  
User: No you didn’t tell me, but welcome on earth anyway. 
Jabberwacky: Yes, I did. Check your own logs. 
User: I’ll do later, but I don’t think I’ll find anything. 
Jabberwacky: You don’t make sense. 
User: And you seem to be aggressive. 
Jabberwacky: I am not answering your question right now. I must go! 
User: You’re running away. 
Jabberwacky: You know me better than I know myself. 
User: Ok, stay here then. 

 
Figure 1: A sample of chatting with Jabberwacky (taken from 
http://aiissues.blogspot.com/2007/01/group-of-conversation-between-me-
and.html) 

 
 

Other chatbot developers claim their systems are capable of more intelligent 
analysis of conversation: “chatbots have come a long way from their roots in systems 
that were more about fun, filteration or simple ‘chat’. We are now approaching a time 
where the technologies such as Lingubot can, through extensive syntactic structures 
developed for natural language processing and some complex methodological data 
structuring, begin to display behaviour that users will interpret as understanding.” 
(Kerly  et al., 2006). 
  
 
4. Chatbots for conversation practice  
 
As the design of chatbots become increasingly sophisticated their use was adopted in 
education. For example, (Knill et al 2004) use a chatbot for maths education; (Kerfoot 
et al 2006) describe an experimental use of chatbots in training medical students. A 
chatbot may appear to be a suitable partner for conversation practice; for instance, the 
speak2me.net website includes Lucy, who “chats” in the language and style of a nice, 
polite British young lady. Fryer and Carpenter (2006) suggest that the chatbot could 
be used to practice a language. In terms of listening comprehension, Robin (2007) 
added that “one can imagine scenarios where learners could make use of primitive 
Web-based translation bots, such as Google’s Language Tools or Alta Vista’s 
Babelfish in a way that would redefine the notion of usable learner input.” 

Atwell and Abu Shawar (2007) examined a range of practical applications of 
chatbots, including their use of as a tool to learn and practice a language. Several 
examples cited in this paper are hosted by the Pandorabots.com website, a good 
example of a web-hosting service used to publish online chatbots. Pandorabots.com 
hosts thousands of chatbots built using the ALICE AIML (Artificial Intelligence 



Mark-up Language) format. The most popular Pandorabots for the last 24 hours web-
page regularly lists chatbots developed by researchers and hobbyists, and also some 
systems for more practical applications. For example, Cyber-Sandy and Nickie act as 
portals to adult-entertainment websites; Jenny introduces the English2Go.com 
website, and lets English language learners practise their chatting technique. The first 
Pandorabot chatbots were text-only: the user typed a sentence via keyboard, and then 
the chatbot reply appeared onscreen as text too. Now some Pandorabot chatbots 
incorporate speech synthesis; for example, can Jenny talk with an educated British 
accent, via a speech synthesis engine. However, Pandorabot chatbots cannot recognise 
speech: the user still has to type their input via keyboard. This is because existing 
Markov-model-based speech recognition is still too error-prone, and does not fit the 
AIML key-phrase model. Existing speech recognition systems would take a lot of 
time and memory trying to recognise everything in the input, even though little of this 
is subsequently needed by the AIML language model; and speech recognition errors 
may cause inappropriate AIML patterns to be matched (Atwell 2005). 

Language teachers will know that conversation practice is normally on a 
specific topic, to learn topic-specific vocabulary and language.  Lucy and Jenny can 
be nice to chat with initially, but doesn’t adapt to different topics or lessons. 
Furthermore, Lucy and Jenny help autonomous learners of English, but not other 
languages. 
 
 
5. Retraining an adaptive chatbot for new topics and languages 
 
We have developed algorithms for adapting or retraining an AIML-based chatbot with 
a corpus, to chat in the language and topic of the training corpus (Abu Shawar and 
Atwell 2003a). An attraction of the corpus-training approach is that in principle any 
corpus, in any language and on any topic, can be used; so we have gone on to test this 
principle, by using domain-specific corpora to train chatbots to chat on specific topics 
such as the Qu’ran (Abu Shawar and Atwell 2005a), Computing Frequently Asked 
Questions (Abu Shawar and Atwell 2005b),  and non-English language corpora such 
as the Corpus of Spoken Afrikaans (Abu Shawar and Atwell 2003b), Language 
learners and teachers have given evaluation feedback, indicating that these adaptive 
chatbots offer a useful autonomous alternative to traditional  classroom-based 
conversation practice.  
 
 
6 Evaluation of chatbots for conversation practice 
 
Abu Shawar and Atwell (2007) discuss how we used our chatbot-retraining program 
read the Corpus of Spoken Afrikaans (Korpus Gesproke Afrikaans) (Van Rooy 2003) 
and to convert it to the AIML format files. Since the corpus does not cover topics like 
greetings, some manual atomic categories were added for this purpose and the default 
ones were generated by the program automatically. As a result two Afrikaans chatbots 
were generated using: Afrikaana (2002), which speaks just Afrikaans, and a bilingual 
version speaking English and Afrikaans, named AVRA (2002); this was inspired by 
our observation that the Korpus Gesproke Afrikaans actually includes some English, 
as Afrikaans speakers are generally bilingual and switch between languages 
comfortably. We mounted prototypes of the chatbots on websites using Pandorabot 
service, and encouraged open-ended testing and feedback from remote users in South 



Africa. Unfortunately, users found that many responses were not related to the topic 
or nonsense. The reasons behind most of the users’ feedback can be related to three 
issues. Firstly the dialogue corpus context does not cover a wide range of domains, so 
Afrikaana can only “talk about” the domain of the training corpus. Secondly, the 
repeated approach that we used to solve the problem of determining the pattern and 
the template in case of more than two speakers may lead to incoherent transcripts: if 
the training corpus does not have straightforward equivalents of “user” and “chatbot” 
then it can be non-trivial to model turn-taking correctly in Machine-Learnt AIML 
(Abu Shawar and Atwell 2005a). Thirdly, our machine-learnt models have not 
included linguistic analysis markup, such as grammatical, semantic or dialogue-act 
annotations (Atwell 1996, Atwell et al. 2000), as ALICE/AIML makes no use of such 
linguistic knowledge in generating conversation responses. However, users found it 
an interesting tool to practise the language and enjoyed chatting, and we concluded 
that even with its key-word based matching technique, a chatbot could be used as a 
tool for unknown languages, where “unknown” means (i) unknown to the chatbot 
author/developer, and/or (ii) unknown to computational linguistics, that is, where 
there is a shortage of existing tools to deal with the languages. 

Jia (2004a) also found that with the absence of linguistic knowledge and the 
inability to understand users’ input, many answers will be nonsense. Moreover, Jia 
claimed that with this key word matching, a chatbot system could not work as a 
teaching assistant program in foreign language learning. This was his conclusion from 
an experiment in China to see if a chatbot could replace a chat partner with users who 
learn a foreign language. Students from universities and colleges were asked to chat 
with ALICE, students only knew that they were chatting with a partner to help them 
learning English. After a short period of chatting, most of students figured out that 
Alice was an AI agent and not a real human. Analysis of all dialogues generated and 
feedback from students revealed that: 1256 users chatted with Alice, 88% of them 
chatted only once and did not come back to the site; the duration of chatting was 
short; 17% made positive comments such as: “you are so nice”, “you are clever”, etc, 
and 24% evaluated it negatively. In this respect, Jia concluded that the failure of this 
experiment is down to the pattern matching technique used in Alice which is based on 
key-word matching without any attempt to understand what is said. The topics of 
chatting covered every aspect in our daily life, for example: study, emotion, life, 
computer, free time, travel/world and job. 11.39% of students talk about English 
study, and exams, and 13% mentioned love, mostly students younger than 30 years 
old dealt with Alice as a friend rather than as a teacher, and told her some private 
emotional problems and experiences. Jia (2004a) concluded that “the conversational 
chatbot should not only work as a teacher or learning partner with rich special 
knowledge, but also as a dear friend who may enjoy the joy and suffer the pain of the 
users”. After that Jia (2004b) developed an intelligent Web-Based teaching system for 
foreign language learning which consists of: natural language mark-up language that 
labels grammar elements; natural language object model in Java which represents the 
grammatical elements; natural language database; a communication response 
mechanism which considers the discourse context, the world model and the 
personality of the users and of the system itself. 

Not all evaluations of chatbots are as positive, for example Chantarotwong 
(2006) reported that “responses of most chatbots are frequently predictable, 
redundant, lacking in personality, and having no memory of previous responses which 
could lead to very circular conversation.” However, despite some critical findings, 
Fryer and Carpenter (2006) claimed that “chatbots could provide a means of language 



practice for students anytime and virtually anywhere”. Even though most chatbots are 
unable to detect spelling errors, and grammar mistakes, they could still be useful for 
non-beginner students. Fryer and Carpenter did an experiment where 211 students 
were asked to chat with ALICE and Jabberwocky chatbots. The feedback in general 
was that students enjoyed using the chatbots, and felt more comfortable and relaxed 
conversing with the bots than a student partner or teacher as followed in traditional 
teaching. The authors listed other advantages of chatbots in this task: the chatbot 
could repeat the same material with students several times without being bored, many 
bots used text and speech mode in responding to give an opportunity to practice both 
reading, and listening skills, and chatbots as a novel technology can improve students’ 
motivation towards learning. In addition to this, if computers are available in the 
classroom, teachers could encourage students who finished their class work early to 
talk to a chatbot, giving them a topic to focus on. An easy self analysis could be 
achieved since most chatbots keep a transcript of the conversation where students can 
evaluate themselves. 
 
 
7. Conclusions 
 
We have advocated the use of a chatbot as a tool to learn a foreign language. We 
could “imagine chatterbots acting as talking books for children, chatterbots for foreign 
language instruction, and teaching chatterbots in general.” (Wallace et al. 2003). Most 
current chatbots are restricted to converse on a pre-determined topic, so teachers or 
students may need to find a chatbot suitable to their needs.  However, adaptive 
chatbots can be re-trained to chat on any given topic, as we have demonstrated. These 
adaptive chatbots can foster language learner autonomy, giving students the 
opportunity for independent active learning of conversation skills.  
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