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Outline
• Product ideation 
• Summarization
• Data 
• RNN & LSTMS
• Model
• Evaluation
• Sentence Simplification 
• Production
• SME Evaluation

2



Research Lead by Product 
Needs
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Data Science Path
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Extract
Extract key points from a 

document e.g. main 
findings, methods and 

results

Connect
Connect these to core 

locations within the 
document

Relate
Find relations between 
extracted sentences 
across documents -

OpenIE



Summarization for Key point Extraction
Text summarization is the technique for generating a concise and precise 
summary of voluminous texts while focusing on the sections that convey 
useful information, and without losing the overall meaning.
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1. Summaries reduce reading time.
2. Automatic summarization improves the effectiveness of indexing.
3. Automatic summarization algorithms are less biased than human 

summarizers.
4. Personalized summaries are useful in question-answering systems as 

they provide personalized information.



Extractive Summarization
- Select Spans of text 

which are summary 
”like” 

- No rewriting of text
- Use author sentences
- Examples: key phrase 

extraction, key clauses, 
sentences or 
paragraphs
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Abstractive Summarization
- Involves paraphrasing 

of source document
- Condense text down 

more strongly than 
extractive

- Seq2seq models 
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Can we use extractive 
summarization to find the key 
finding/points within a 
document 
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Data



Available Data 
Full Text 



Available Data 
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Title



Available Data
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Available Data 
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Focusing of text
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Paper Abstract Author Highlights



Can we predict which 
sentences are most like 
highlights?



Sampling 
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Positive: 10 random samples from the top 10% of 
most similar sentences to highlights using rouge-l-f 

Negative: 10 random samples from the bottom 10% 
of most similar sentences to highlights using rouge-l-f 



Rouge

𝑅𝑂𝑈𝐺𝐸 − 𝑁 =
∑!∈!! ∑#"∈! 𝐶$(𝑔%)
∑!∈!!∑&"∈! 𝐶(𝑔%)

is the set of manual summaries (target)
is an individual summery
is an N-gram 
is the number of co-ocurrances of 𝑔%
in the manual and automatic summary 

𝑆'
𝑆
𝑔%

𝐶(𝑔%)



Rouge
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Rouge-recall - This means that all the words in the reference 
summary has been captured by the system summary,

Rouge-precision - what you are essentially measuring is, 
how much of the system summary was in fact relevant or 
needed?
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Example Samples
1. In order to enhance the efficiency of the discovery of natural active constituents from plants, a 

bioactivity-guided cut CCC separation strategy was developed and used here to isolate LSD1 
inhibitors from S. baicalensis Georgi.

2. Here, fractions A (retention time: 0–200 min), B (245–280 min) and C (317–622 min) were discard 
because their LSD1 inhibition ratio was <50%, whereas fractions 1 (200–245 min) and 2 (280–317 
min) were retained because their LSD1 inhibition ratio >50% (Fig. 2(a) and (b)), and these two 
fractions were stored in coil I by switching on the six-port valve I (Fig. 1(b)).

3. Gradient-elution CCC coupled with real-time detection of inhibitory activity in the collected fractions 
was first established to accurately locate active fractions.

4. 'However, the bioactivity-guided cut HSCCC separation method that we have developed can 
efficiently separate all the fractions and thus enable the purification of constituent compounds in one 
step by using a single CCC apparatus.

5. The LSD1 inhibitory activities of the target-isolated flavones 1–6 were evaluated to obtain their IC50 
values (Table 2, Fig. S19–S24).

6. Thus, the natural LSD1 inhibitors 1-6 were successfully isolated using the bioactivity-guided cut CCC 
separation mode in a single step from the crude extract of S. baicalensis Georgi (Fig. 1 and 2)
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Modeling
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Model
• Given a sequence of words can we classify the whole sequence as a 

highlight
• The model needs to take the sequence into account (RNN/LSTM)
• Wanted to test out Deep Learning
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RNN
RNN networks have 
difficulty memorizing words 
from far away in the 
sequence
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Bi-directional LSTM
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Fully Contented Layer 
Fully connected layers 
connect every neuron in 
one layer to every neuron 
in another layer. It is in 
principle the same as the 
traditional multi-layer
perceptron neural network 
(MLP).
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Additional Features
• Sentence overlap with title (number)
• Abstract embedding (sum of word embeddings)
• Journal Classifications (one hot encoding)
• Number of numbers in sentence (number)
• And some others 

• All concatenated into one large feature vector 
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Final Model
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Objective Measure
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LOSS: SPARSE SOFTMAX 
CROSS ENTROPY

ACCURACY: BINARY 
ACCURACY



Training Results
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Baselines
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Model Name Test Accuracy

LSTM 0.853

Abstractnet Classifier 0.718

Combined Linear Classifier 0.696

Combined MLP Classifier 0.730

Percceptron Features Abstract Vector 0.697

Single Layer NN 0.696



Offline Metrics
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Accuracy metrics only tell one story

How well do the selected sentences compare to 
actual author highlights?

Validation set which several unseen documents, 
all sentences are scored and ranked



Base lines – Lex/Text Rank 
Unsupervised text 
summarization
Based on page rank 
Nodes are sentences
Edges TD-IDF between 
sentences
Nodes ranked based on 
PageRank 
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Offline Metrics
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lexrank lstm_classifier_features_sim textrank

lexrank lstm textrank
rough@1 0.68845307 0.73567087 0.66500948
rough@3 0.68050251 0.74277346 0.68004528
rough@5 0.68086198 0.75753316 0.66472085

rough@10 0.70520742 0.68992724 0.68711934



Simplification
• Selected sentences are a tad to 

long.
• Contain irrelevant openings e.g. 

“Furthermore”
• Solution split sentences on first “,” 

filter out common openings. 
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in this paper
thus
however
in summary
finally
in this study
moreover
in this work
furthermore
in addition
in conclusion
in this section
then
to the best of our knowledge
hence
in particular
additionally
also
second
first
as a result
specifically
in the present study



Simplification

In the following work, we will design lightweight authentication protocol for 
three tiers wireless body area network with wearable devices.

We will design lightweight authentication protocol for three tiers wireless 
body area network with wearable devices.

Simplified

Effects 25% of documents



Experiments – Embedding Size
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validation:accuracy 300 0.827349



In Production
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Click
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Subject Matter Evaluation
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“Human in the loop” validation framework
Ask to rate

Rate

Work with subject matter experts (SME)
1. Ask SMEs to rate the output of the machine learning 

model 

2. Have multiple rates rate the same output

3. Use this time help train the model

Agnostic framework, which also allows for the 
generation of gold standard training set for assertions

Framework used with the Lancet editors to evaluate 
computer generated summaries/assertions



57



58



59

http://bit.ly/lancs-f8

http://bit.ly/lancs-f8


Thank you



Interesting links
https://towardsdatascience.com/illustrated-guide-to-recurrent-neural-
networks-79e5eb8049c9
https://towardsdatascience.com/illustrated-guide-to-lstms-and-gru-s-a-step-
by-step-explanation-44e9eb85bf21

https://towardsdatascience.com/illustrated-guide-to-recurrent-neural-networks-79e5eb8049c9
https://towardsdatascience.com/illustrated-guide-to-lstms-and-gru-s-a-step-by-step-explanation-44e9eb85bf21

