Updating LSP dictionaries with collocational information
Katerina T. Frantzi

Department of Mediterranean Studies,
University of the Aegean
Dimokratias 1, 85100, Rhodes, Greece
frantzi@rhodes.aegean.gr

Abstract

Despite the big amount of general language dictionaries in electronic form, those coming from specialised
areas are still “under construction”. There are two main reasons for this: firstly, the need for these
dictionaries was/is less essential than the need for general language dictionaries, since these were/are
aiming mainly to specialists, and secondly many specialised areas are changing over time, resulting to
dictionaries that need continuing updating. Due to this, techniques that improve the automatic or semi-
automatic construction and updating of specialised dictionaries are and will always be welcome.

In this work we are concerned with the updating of dictionaries for Languages for Special Purposes (LSPs)
with information coming from collocations. The collocations to be used are extracted from LSP corpora of
not necessarily big size.

1 Introduction — collocations

The big number of applications for collocations (dictionary construction, translation, language learning,
etc.), makes them an interesting area to work on. The availability of corpora in electronic form has given a
great deal of help to this kind of research since we are now able to work with real data. English is not any
more the only language with electronic corpora, though it owns the greatest deal. Also, although most
electronic corpora describe the general language, corpora of languages for special purposes (LSPs) become
more and more available.

Firth, (Palmer 1968), introduced the meaning of a collocation when discussing about senses. He suggested
that part of the sense of a word depends on its neighbour words in texts: “You shall know a word by the
company it keeps”, (Palmer 1968:179). This “company” is what he named collocation, and kept it very
important for understanding words.

It is quite some time now that linguists have shown interest in collocations (Jones and Sinclair 1974), and
various definitions have been given. Some allow collocations to only consist of two words, while others of
much more. Some care about what information collocations can give us on semantics, others on syntax or
grammar. Some accept common words, others not. Some allow collocations to cross a comma, others not.
Regarding interrupted collocations, there are differences as for the size of the gap(s) among the collocates.
Despite all the differences, collocations are arbitrary, recurrent and cohesive lexical clusters, and depend on
the language (Smadja 1993). We adopt the collocation definition given by Sinclair and Carter agreeing for
a collocation to be the occurrence of two or more words within a short space of each other in a text
(Sinclair and Carter 1991).

As mentioned above, collocations depend on the language and sublanguage they are found. They actually
play an important role in sublanguages (Frawley 1988; Ananiadou and McNaught 1995). The study of
collocations in general language needs large corpora since phenomena in general language are sparse: in
the Brown Corpus we only have two instances of “cups of coffee”, five of “for good” and seven of “as
always” (Kjellmer 1994). However, when we talk about LSPs, things are easier as for the size of the corpus
which can be a lot smaller since information there is dense.

Early work on collocation extraction was determinant. Choueka et al. were among the first to use frequency
of occurrence for recognising collocations (Choucka et al 1983). The work of Nagao and Mori was also
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based on frequency of occurrence but they also considered the length of collocations to be extracted, giving
priority to longer ones (Nagao and Mori 1994). Church and Hanks were the first to use association ratio
(Church and Hanks 1990), a measure based on mutual information first expressed by Fano (Fano 1961).
They cared about the semantic relations of the word-pairs they recognised, which could be interrupted by
other words. On mutual information is based the work of Kim and Cho (Kim and Cho 1993), which extent
it to three words, but in a different way than that originally defined by Fano. Collocation extraction is still
an interesting issue for researchers (Kilgarriff and Tugwell 2001; Kim et al. 2001).

Collocations can be divided to those that do not appear as part of other longer collocations and those that
they do. The latter we call nested collocations. For example, in Computational Linguistics, “Natural
Language” is a collocation itself, but is also part of the longer collocation “Natural Language Processing”.
Three important works that mention the problem of nested collocations are those of Smadja, Kita et al., and
Ikehara et al. Xtract, based on frequency of occurrence, recognised as collocations only those expressions
of the greatest length (Smadja 1993). It did not extract collocations that were part of others. The work of
Ikehara et al., which was based on Nagao and Mori’s work, only accepted those that were found with
satisfying frequency as not-nested (Ikehara et al. 1995). The problem of nested collocations was a big a
concern for Kita et al. These accepted a nested collocation when it also appeared as not-nested with
satisfying frequency (Kita et al. 1994).

2 Updating the dictionary

We deal with the updating of LSP dictionaries for the Greek language. We use nested collocations to get
the information in a way easier than looking directly into the corpus, which can be very time consuming. C-
value is used for the extraction of collocations from LSP corpora. C-value has been initially constructed
and used for the extraction of English collocations (Frantzi et al. 2000). It has been also applied to Japanese
language (Mima et al. 2001). In this work we will be using it for Greek collocations and the updating of
Greek dictionaries.

Let us remind that C-value pays particular attention to nested collocations. When applied to the “Artillery
Firing Military Rule Book” (“Xrpotiwticog Kavoviopdg TTupoBorapyiog Boing”, the corpus we will be
using) one of the collocations it extracts is the “AdiopOcdoeic w¢ mpog  ypouuny Polng”. So it does to
“ypouun Polng” which is a nested to the previous one collocation, but also stands as a collocation by itself.
We need such a method since we will use nested collocations to get the information for updating the
dictionary.

When C-value is applied to an expression, it considers the following parameters:

1. The length of the expression (in terms of number of words). The longer the expression, the more
important.

2. The frequency of occurrence of the expression in the corpus. The bigger the frequency the more
important the expression.

3.  Whether the expression appears as nested, and if yes the number of the different longer collocations
that contain it. The number of times it is found in these longer collocations is also a considered
parameter.

Let us remind that C-value is evaluated as follows (a is the expression we examine):
1. C-(value)(a)=0

if the expression is part of one longer collocation and its frequency of occurrence is the same as this longer
collocation’s frequency. In this case the examined expression is not a collocation by itself.

2. C-value(a)= (|a| - Dn(a)

if the expression is not part of any longer collocations.
|a| is the size of the expression a in terms of number of words,
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n(a) is the frequency of occurrence of the expression a in the corpus.

3. C-value(a)= (la| - 1)(n (a) — t(a)/c(a))

if the expression is part of longer (more than one) collocations.
c(a) is the number of these longer collocations that include the expression a,
t(a) is the total frequency of the expression a as part of these longer collocations.

After extracting the collocations we group them and choose a group to start with. Attention should be taken
when grouping the collocations. If for example we only group them alphabetically based on the first word,
then we could miss out members of the group and as a result possibly useful information. Which group of
collocations to start with is up to the application. A group of collocations that would be used to update the
dictionary could be the following:

rwopayyeiuo foing

apyIKo ToPayyeluo forng

apy1ko wopayyeluo forng poipog

apyiko wopayyelio foing wopofolopyiog

apyIKO TOPayyedio. oueons foing

EVIVTO KOTOYPaYNS TOpayyéAuatog Polng

EKPOVHON OpYIKoD TapayyEAuaTos foIng

apyiro mapdyyeiua forng del1ov ovlopod

apyIKo Topayyelua forng apiotepod oviopod

apyiko Tapayyeluo forng kevipikod oviopod

apyIKoO ToPayyeduo ousons Polng mopofolopyios
apyIKo ToPayyeduo aueons Pfolng decrod ovlapov
APYIKO TOPAYYELUO GUETNS POING aploTEPOD 0VAGLOD
APYIKO TOPAYYELULO. OUETNS POING KEVIPIKOD 0DAGUOD

The algorithm for updating the dictionary is the following:

L: existing LSP dictionary;
entry L():anentryin L;
Extract collocations from the LSP corpus using C-value;
Group collocations creating collocation_groups;
for each collocation_group cg from collocation_groups
for each collocation ¢ in cg
length(c)= number of words of ¢
max_length = max(length(c)) where collocation c in cg
new_c = collocation c in cg with length(c)=min(length(.))
ifentry L(new c) =0
create entry L(new c)
info_length = length(new c)
while info_length < max_length + 1
for each collocation ¢ from cg with info_length = length(new c)+1
check ¢ for new information
update entry L(new c)

end for

221



info_length = info_length +1
end while

end for

The choice of C-value as the method for extracting the collocations is critical since it deals with nested
collocations, the type of collocations we need for getting the information. Let us now assume the following
imaginative group of collocations from the collocation list:

ab
abc
abd
abfe
abcg
abfgh

where a b cdefghwords.

We take the collocation of the smallest length. In our example the “a b”. If the collocation “a 5 does not
yet exist in the lexicon a new entry is created. Now we consider the collocations of length the next smallest,
(in terms of number of words). In our case the “a b ¢” and the “a b d”. We can start with “a b ¢”
considering the word “c” in terms of the information it can give us on grammar, syntax or semantics
(depending on the type of dictionary we want to update). We continue with “a b & and the grammatical,
syntactical or semantical information that the word “d” gives for collocation “a b”. Then we move to
collocations (of the same group always) of the next smallest length, that is the “a b f'¢” and the “a b ¢ g”.
We do the work we did before, so we consider “f'¢” as for the information it can give for the collocation “a
b”. For the collocation “a b ¢ g” we consider the fact that “a b ¢” is a nested collocation we have already
checked and add the information given by word “g”, and of course any new information acquired by the
word combination “c g”. We finish with the collocation “a b f g h”, where we take information from the
word combination “f'g h”.

When a collocation group is over we can move to the next collocation group.

The method is semi-automatic since the machine, the domain expert and lexicographer need to cooperate.
The human factor is necessary for the evaluation of information coming from the collocation under
consideration. It is the domain expert and the lexicographer to judge which information is useful to be used
and which not.

3 Application

The method is applied to the “Artillery Firing Military Rule Book” (“Lrpatiotikdéc Koavoviopog
IMupoPorapyiog Borng) of about 35,000 words. Since we are working with an LSP corpus we can use a
small corpus. With a general language corpus things would be a lot harder in terms of its size since
phenomena in that case are sparse. No tagging has been applied on the corpus. The implementation was
done in Linux. Table 1 shows a sample of it.

At first, collocation extraction is taking place using C-value. In this application we extract expressions of 2
to 7 words. This is a variable and changes according to application. The extracted collocations are ordered
according to their C-value. A threshold can be applied to only allow those expressions above a value to be
extracted and therefore proceed to the next stage. A threshold could have also been applied to the frequency
of occurrence of the candidate expressions.

Table 2 shows a sample of the list with the extracted collocations. The first column gives the C-value for
the expression shown on fifth column. The fourth column gives the frequency of occurrence of the
expression. The third column gives the number of (longer) expressions that contain the current expression
while the second the total frequency of the expression in these longer ones. Expressions on Table 2 have
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been chosen such that differences between C-value and frequency of occurrence can be noticed. We can see
for example that long expressions despite their low frequency are valued high by C-value, e.g. “o¢
dopbaaeis wg mpog t ypouun Poing”, and “ro yéuiouo eivar ioo ue to Peinverés”. Those expressions are
domain-dependent, and for that they are (correctly) valued high. On the contrary expressions such “xaz o70”
(“and t0”), “mn yovia” (“the angle™), and “avto eivar” (“this is”), are valued more by pure frequency of
occurrence.

AIIOTEAEEMATIKOTHTA TOY ITYPOBOAIKOY MAXHX
l. Yuvepyacia yio v Extéleon Boirng [Tupofoiiko.

To mpdfinua g vroompicemg 6w mupdv g Movadag eitypod emddetol pe Tig
ovvtoviopéveg mpoomdfelec tov moapatnpnth, tov Kévipov AtevBoveswg Tlvpog (KAIT) kot tng
IMupoPorapyiog Boing
Zy. 1. Ta tpio avtd tppota tov [opoforucol, mpémer va givar cvvdedepéva pe emapkéc SikTvo
emkowvavidv. To woyvov dOypo omoitel va gvepyodv pe ToyDTNTO KOl VO KOTOPBGAAOLY CLVEXDG
TPOCTADELES LEUDOEDS TOV OMOLTOVUEVOL YPOVOL, Yo TNV OMOTEAECUATIKY EKTEAECT LLOG OTOGTOANG

Porng.
o. Hopammpne.

O mopotnpnmg eivor «ta pdtion tov ITvpofoiikod Mdayns. Avalntd kot
poodlopilel T Béom kaTdAndov yia to TTupofoiikd otdywv, péca ot (dvn Topatpioendg tov. [ va
wpocPardel éva otoy0, dafiPalet v aitnon PoAng kot étav amorteiton ekteAdel kavoviopd tng PoAng.
Emumpet ta mopd tov kot mwapéyet otoryeio oto KAIL

B. Kévtpo Atevbiveemg ITupdc.

To KAII amotelel tov «eyképoaroy» tov [Tupofoiikod. AapPdver v aitnon
BoAng tov mapatnpnry, Tpocdiopilel oot eio. POANG KoL T HETATPENEL GE TapayyéAata BoANg, o onoia
SwPpdler ota mopoPora. Exterel dniadn v teyvikh devBuvon tov mupdc. Adyw tev peydiov
OTOCTACEMV UETAED TV HOVAS®V TUPOG (TupofolapyldV) Kol TV GMULTHCEMV Yo TV Toxelo mapoyn
TVUPAOV VIOSTNPIEEMS, N TEYVIKY devBuvon Tov mupdg deEdyetar cuviBmg oto KAII g I[TupoPorapyioc.
To KAIT Moipag mapéyet Taktiky dtevfuven tov mupds (1pdno Tpocfoirg Tmv otdymv) Kot Tapakolovdel
ol ta diktva BoAnc. Emmiéov Bonbd o KAIT tov [Tupoforapyidv oty teyvikn dtehBuvon tov mupdg,
mapéyovtag o€ avtd otoyeio PoAng Yo to oxEd TupdS Kot evepydvioag cav epedpikd KAIL, otav
amortnOei.

Zyupa 1. Zvvepyacio yio v Extéleon Boing [Tupofoiikod.

Y. TMvpoforapyio Boing.

Table 1 Sample of the corpus.

Table 3 shows how the method behaves with nested expressions. We can see that, if instead of C-value we
used frequency of occurrence, and in order to give a value to a candidate expression we were subtracting
from its frequency the summation of its frequency when part of longer expressions, we would
underestimate quite a few important expressions.

The extracted list is expected to contain “useless” expressions, like “xkar o70” (“and to”) or “avto eivar”
(“this is”). However according to Kjellmer no extracted expression can easily -if at all- be characterised
“useless” (Kjellmer 1994). His dictionary of English collocations incorporates everything that has been
extracted with no characterisation as “correct” or “wrong”. However, we could use a part-of-speech tagger
to only allow expressions of a particular form. This way we would eliminate some expressions we do not
want but could also lose some we do. What we do depends on the application.
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C-value(a) t(a) c(a) fla) extracted collocation

8.42206 0 0 3 70 Yépuopa givat ico pe to PeAnvekég

8.42206 0 0 3 og d10pbdaEIc WG TPOG TN Ypauun BoAng

8.42206 0 0 3 o mapatnpntg Tpocdtopilet ) BEon Tov oTOKOL

8.42206 0 0 3 o mapatnpntng PAEnet T ddppnén Tov PAILOTOG

8.42206 0 0 3 HE TOL SIOTTPOL TOV LETPA TN YOVIOKT|

8.42206 0 0 3 M10/M17 1 810pBmomn @G TPOS TN YPopLUN

8.42206 0 0 3 160 e To Pelnverég o (IMAdeS HETPOV

8.42206 0 0 3 1N 010pOmon ®G TPOg TN Ypapu Topoora

8.42206 0 0 3 N Yovia Yvootov onueiov mop 6tdxov ivat

8.42206 0 0 3 Yo TV ektéheon on' gvbeing dpacTikng PoAng

8.42206 0 0 3 véuoua gtvor ico pe 1o PeAnvekéc oe

8.42206 0 0 3 an6 to afdkio M10/M17 1 dt6pBwon mg

8.42206 0 0 3 afdxio M10/M17 1 816pBwon g mpog

8.33333 8 3 11 ™ yovio

8.33333 8 3 11 Kol GTO

7.92481 12 2 11 0 TOPATNPNTNG TPETEL

7.66667 7 3 10 ot gtvon

7.66667 10 3 11 ot {dvn

7.66667 10 3 11 TAPATNPNTH VO

6.96578 0 0 3 0 0101KNTNG TNG LOVASOG EALYLLOV

6.96578 0 0 3 He GLGYETION TPOG YVMOTO onueio

6.96578 0 0 3 Yo TV TPOGPOAT| TOL GTOYOV

6.96578 0 0 3 Yo TV EKTELECT] TNG OTOGTOANG

5.61471 0 0 2 VIOAOYIGUOG OMOGTACEMG KOTH KOG TNG YPOUUNAG
TOPAUTTPCEMG

5.61471 0 0 2 ToV aKpPn Tpocdlopicud g BEcemc TV oTdYOV

Table 2 Sample of the list with the extracted collocations.

Let us now see an example from our corpus, on how we get the information for updating the dictionary. We
have already extracted the collocation list. Assume the collocation group we work with, is the following:

Length: 2

aroyeio folng

Length: 3

VTOAOYIOUOG GTOLYELWV [oANG
KaToypopn otoryeiwy PoIng

Length: 4

ororyeia folng mpoaforns oroyov

uébodog vmoloyiouod aroryeiwv foing

Length:5

ororyeia folng aro emonuovon oxpifeiog

Length: 6

vroloyioudg aroiyeimwv folng ue yprion PC32F
vroloyiouog arotyeiwv folng ue yprion TI59

aroyeio POANG LE XPHON UETEWPOLOYIKDY OTOLYEIWY
VIOAOYIoUOG aToLYElWV foANg ue yprion laser

VTOAOYIOUOG GTOLYELWV [OANG OO TOV TOpaTHPNTH

Length: 7

avaywyn orotyeiv PoANS A0y ypHoNg O10pOPETIKOD TUPOTWANVA,
elaywyn oroiyeiwv folng ue ypnon ofoxiov M17

Length: 8

xprion ZEII [TvBoydpag yio. tov vmoloyiouo ororyeiwv foing
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The collocation we are dealing with is the “oroiyeio forng”. Length is taken in terms of number of words.
The collocation is met in the corpus under two forms: “ororyeia folng” and “oroiyeicwv forng”. We take
these two as the same collocation and then we consider the two collocations of Length=3. The domain
expert and the lexicographer need to evaluate the information taken from each of the two words
“vmodoyiouos” and “raraypagn”. The domain expert has to decide whether the expression “vmoloyiouog
ororyeiwv PoAng” is a collocation or not. If it is, and the information of the word “vmoloyiouog” regarding
the “oroiyeiwv foing” does not exist in the dictionary then the dictionary has to be updating by the
lexicographer with the information given by the domain expert. The same happens for the other collocation
of length=3, the “raraypapn ororyreicwv folng”. When we finish with collocations of Length=3, we move to
those of Length=4, in our example the “ororyeia folic mpoafolns oréyov” and the “uéfodog vwoloyiouod
aroryeiwv Polng”. The first collocation “ororyeia folng mpoofolis atéyov” does not directly relate to any
of the two collocations of length=3, and so the “mpogfolic oroyov” will be treated by the domain expert
and the lexicographer as the words “vroloyiouog” and “xazaypopn” of the previous stage. The collocation
“uébodog vmoloyiouov ororyeiwv foing” will have to update the information of the previously checked
collocation “vroldoyioucs ororyeiwv foing”, so the latter will be taken under consideration. The method
continues with the same simple way until we reach and use the collocation with the greatest length in the
group, in our example the “ypnon ZEII ITvBaydpag yio tov vwoloyiouo oroyeicwv foing” with Length=8.

C-value(a) t(a) c(a) fla) Extracted collocation

3 4 2 5 YOVIOUETPIKO Opyovo

8.8 11 5 11 S1opbmon Peinvekovg

42.7 33 10 46 dpaotiky foin

10.2857 12 7 12 EKPNKTIKO PAnpa

10.8 11 5 13 eMONOVoT akpiPeiog
11.8872 10 4 0 gvbeia dpaotikng Boing

23 26 13 25 Cdvn Tapatnpioemg

49.5 50 20 52 Kkatd dievbvvon

8.75 10 8 10 mpmTn Sappnén
18.7143 23 7 22 TPpMTO PANLOL

11.4118 10 17 12 mopofora oTOYOL
18.8571 15 7 21 onpeio Kavovicrov
16.8571 15 7 19 ototyeio foAng

17.2222 16 9 19 Vyoug d1dppnéng

5.3333 8 3 8 YOPOUKTNPIOTIKA ONUEi

Table 3 Collocations that have been also found as nested.

The method is quite simple in the way it works. It is semi-automatic in the sense that it needs the domain-
expert and the lexicographer. We believe that this is necessary in order to provide accuracy and
completeness to a high degree. However the domain expert and the lexicographer do not have to look
(unless really needed) on the corpus itself to obtain the information for the LSP dictionary updating, which
of course is a considerable gain on time. We have yet not applied an evaluation measure to judge the results
as for the correctness and completeness of information gained. This is a subject still to be done. Another
matter is the stemmer. It is not easy to decide whether to use one or not. If yes, words having the same
thema would count as one (as they should be in most cases). However there are cases where this should not
happen, like with the words “mapatnpntig” (“observer”) and “mopatnpntés” (“observers”). These two
words in many cases need to stay as they are found, since they are often used to indicate different meanings
in different collocations.

4 Summary

In this paper we presented the incorporation of the C-value method for the extraction of collocations to
dictionary updating. C-value offers to this since it focuses on nested collocations, the type of collocations
we look at in order to obtain our dictionary new information. The method makes the process faster since we
actually look at the extracted collocation list instead of the whole corpus. It is semi-automatic since the
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final decision on which information should update the dictionary is taken by the domain expert and the
lexicographer.

Regarding future work we first are to apply the method to other languages starting with English, but
Turkish, Arabic and Hebrew as well. Should things be working as expected, we will move to the
application of the method to multilingual corpora (including parallel) for the updating of multilingual
dictionaries.
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